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Abstract. Autonomous mobile robot exploration can be considered a
representative task where multiple problems need to be addressed and
solutions integrated into a software framework that exhibits desired au-
tonomous behavior of the robot. The problem includes online decision-
making in selecting new navigational waypoints towards which the robot
is autonomously navigated to explore not yet covered part of the envi-
ronment. A mobile robot’s navigation consists of localization, mapping,
planning, and execution of the plan by following the path toward the
waypoint. For these very reasons, we decided to include mobile robot
exploration as one of the tasks in our Artificial Intelligence in Robotics
course opened at the Faculty of Electrical Engineering, Czech Technical
University in Prague. In this paper, we present our experience running
the course, where the students start with relatively small isolated tasks
that are then integrated into a full exploration framework. We share the
students’ feedback on our initial approach for the task that becomes a
mandatory part of the course evaluation and grading.
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1 Introduction

In 2016, we faced a challenge to update our Computer Science study program
with a branch specialized in Artificial Intelligence (AI). Studying AI has a long
tradition at the Czech Technical University in Prague (CTU) with an overlap
to image processing, computer vision, and machine learning. We have decided
to include robotics in the AI curricula to offer students an opportunity to expe-
rience hands-on robotics systems, where it is necessary to deal with sources of
uncertainty in sensing and acting. We proposed a new course on AI in robotics [2]
to provide an overview of robotic paradigms, path and motion planning meth-
ods, and environment modeling approaches. The first part of the course targets
to combine particular tasks in the autonomous navigation problem, with au-
tonomous exploration selected as one of the central problems of the course.

Mobile robot exploration is a problem to develop a system that operates one
or multiple robots in a priory unknown environment intending to model some
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phenomenon, for example, building a geometrical environment map. From the
AI perspective, exploration combines processing of the sensory inputs, environ-
ment modeling, reasoning about the future robot actions, planning, and naviga-
tion towards the determined waypoints. Besides, multi-robot exploration further
extends the opportunity to study approaches for multi-robot coordination [9]
and cooperation using centralized, distributed, or decentralized methods [29,4].
Exploration directly relates to search-and-rescue scenarios, where multi-criteria
decision-making can be applied [3]. Besides, considering multi-legged robots [6]
opens further challenges in motion planning and locomotion control.

Throughout the history of the course, we have initially started with focused
lab exercises that have guided the students through individual building blocks
of autonomous exploration. Later, we switched to a block of individual tasks
that allowed the students to experience locomotion control, navigation, map-
ping, and decision-making. Students submit the individual tasks into our auto-
mated evaluation system called BRUTE (Bundle for Reservation, Upload, Test,
and Evaluation), allowing them to work on the assignments outside the course’s
scheduled hours. The culmination of the student’s effort is the semestral course
project, where individual building blocks form an initial exploration framework
that needs to be improved by various means. The improvements are mostly ex-
pected in decision-making using AI techniques that can be acquainted with the
course lectures or selected research papers, allowing the students to understand
and apply novel results from the literature. Teachers evaluate the projects, and
students are requested to defend the project during the course exam, thus veri-
fying the students’ work on the project and their understanding of the topic.

(a) Real hexapod walking robot (b) Hexapod robot in the CoppeliaSim

Fig. 1: Hexapod walking robot utilized for the exploration task in the course.

From the beginning, we planned to target the exploration task to our hexapod
walking robot depicted in Fig. 1a because students can deploy their solutions on
the real robot during the course labs. The robot is built from Robotis Dynamixel
AX12A servomotors, using the adaptive locomotion controller [17] capable of
negotiating the terrain and supporting the robot’s endurance and robustness
using the students’ code. Besides, we have selected the CoppeliaSim (formerly
V-REP) simulation environment [12] because it is a multiplatform, stand-alone
simulation environment with multiple interfaces, including C/C++ and Python.
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A model of the robot is available as shown in Fig. 1b, which supports direct
deployment from the simulator to the real robot.

The course is primarily implemented in Python, allowing for rapid prototyp-
ing. In 2019, we opted for ROS (Robot Operating System) [25] to support the
integration of the students’ modules. However, in the regular university courses’
evaluation, students complained about the initial challenges of setup the ROS
environment, despite a dedicated lab for familiarizing with the necessary ROS in-
frastructure [26] suitable for exploration tasks. We acknowledged the complaints
as ROS distracts attention towards the implementation aspects than the prin-
cipal and algorithmic solutions. The course is in the last year of the AI master
studies, where most students do not get in touch with ROS during their studies
unless they take dedicated courses on robotics. We found that without ROS,
the students progress faster, enjoy the course more, and dedicate more hours to
advanced modules enhancing the basic exploration strategy.

The rest of the paper is organized as follows. A brief overview of the mo-
bile robot exploration is summarized in the following section to familiarize the
reader with the autonomous exploration framework’s principles and basic build-
ing blocks. In Section 3, a description of the students’ tasks and project assign-
ments are presented. Results of the evaluation of the student’s achievements are
reported in Section 4. Finally, the paper is concluded in Section 5.

2 Mobile Robot Exploration

We consider exploration a representative task of autonomous behavior with on-
line decision-making, while we restrict it to the problem of creating a map of a
priory unknown environment for the course. It consists of fusing sensor measure-
ments into the environment model and making decisions about the next robot’s
actions. For educational purposes, we limit the task to 2D mapping with an
occupancy grid map [24]. Then, we can employ frontier-based exploration [28]
to determine the navigational waypoints at the border of known free space and
not yet explored part of the environment. The robot explores the environment
while being navigated toward frontiers.

The occupancy grid map is a discretized spatial environment representation
where each cell is associated with an occupancy probability value. Furthermore,
we assume that a robot pose estimate is available. Hence, the sensor measure-
ments are integrated using the Bayes filter with the sensor model. For simplicity,
we utilize LiDAR-based sensors with relatively precise distance measurements
to the obstacles; see Fig. 2a. The grid cells of the occupied grid map are updated
using laser beam raycasting. The update of the individual grid cells is along a
line determined by Bresenham’s line algorithm [8] as depicted in Fig. 2b. Thus,
the mapping is relatively straightforward and reflects dynamic obstacles as the
map is continuously updated. Note that using a 2D grid map, various techniques
of path planning can be employed, such as A*, Theta* [13], JPS [19], and D*
Lite [21]. Hence, students can deploy various methods and see their impact on
online decision-making.
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Fig. 2: Laser sensor model and update of the grid map. The probability values
pocc and pfree denote the probability of occupied and free, respectively.

Fig. 3: Representative of frontiers determined as centroids of free-edge clusters.

Possible exploration strategies can range from improved frontier-based ap-
proaches [23] to information-based methods [1] using mutual information [10]. In
multi-robot cases, the problem can be addressed as task allocation [18], or robots
can make decisions independently [29]. Furthermore, decisions can be myopic,
considering only the immediate reward when selecting the next waypoint, such
as the closest waypoint. Alternatively, a suitable option for applying AI tech-
niques is to perform non-myopic decisions considering a longer horizon. It can
lead to a solution of the Traveling Salesman Problem (TSP) instance [30] and
decisions made by the so-called TSP distance cost [22], which is also applicable
in multi-robot exploration [16]. Since obtaining a solution for the TSP can be
demanding, heuristics can be considered. Besides, considering individual frontier
cells might be unnecessary, and therefore, representatives of the frontiers’ free
edges can be more suitable [14]. Therefore, determining frontiers representatives
provides an opportunity to employ various AI methods such as unsupervised
clustering as depicted in Fig. 3.

2.1 Building Blocks of Mobile Robot Exploration Framework

Although autonomous mobile robot exploration can be considered a complex
problem, we build on our experience and effort on benchmarking exploration
strategies [15] and summarize the problem into the following steps.
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1. Initialization of the occupancy grid map and integrating of the first sensor
measurements.

2. Creating a navigation grid map by thresholding the occupancy probability
into free space, obstacles, and unknown areas, e.g., using probability thresh-
old values 0.4 and 0.6.

3. Determining the next navigational waypoint, the exploration strategy.
4. Planning a path to the waypoint.
5. Navigating the robot along the planned path and integrating the new sensor

measurements into the map.
6. Repeat the procedure from Step 2 when a replanning is triggered.

We can identify three main processes that can run in parallel and that com-
bine building blocks of control, path planning, mapping, and decision-making.
The first is mapping, which collects and integrates measurements into the occu-
pancy grid map. It can run relatively fast depending on the robot’s velocity. The
second is a path following, responsible for determining control commands for
the robot to navigate along the planned path. We can follow the hybrid robotics
paradigm and employ reactive collision avoidance to ensure safe navigation along
the planned path. The path following runs in a loop with a similar frequency
as the mapping. Finally, the third process is computing the new plan, which
consists of determining the next exploration goal and planning the respective
path. The plan computations can run in a loop with a relatively small frequency
or be triggered by reaching the previous exploration goal.

We define a sequence of small tasks based on the building blocks, each focus-
ing on a particular subproblem combined in a simple frontier-based exploration
framework. The tasks are summarized in the following section.

3 Exploration Task Assignments

Students are prepared to develop an autonomous mobile robot exploration frame-
work through five consecutive tasks guiding them in implementing robot control,
mapping, planning, and determining the exploration waypoints. The task assign-
ments are briefly described in the following paragraphs.

(a) T1a-ctrl (b) T1b-react

Fig. 4: Expected robot path in the robot control tasks T1a-ctrl and T1b-react.
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T1a-ctrl - Open-loop locomotion control – First, students get familiarized
with the CoppeliaSim environment and control the robot in an open-loop fashion.
The task is to implement a goto function that steers the robot towards the
desired goal position using a velocity command consisting of the desired forward
and angular speed of the robot that is passed to the provided controller. The
robot is supposed to reach a sequence of positions as depicted in Fig. 4a.

T1b-react - Reactive obstacle avoidance – Next, students are requested to
improve the navigation capabilities of the robot through sensory-motor feedback.
Again, students implement the goto function that determines the robot steering
command based on the sensory input. The accompanied labs guide students
with Bug and Bug2 algorithms and AI models of Braitenberg vehicles [7]. The
expected behavior of the robot is as depicted in Fig. 4b.

(a) Grown obstacles (b) Path simplification

Fig. 5: Grid-based path planning and path simplification. The red curve is the
planned grid path. The simplified path with waypoints where the robot changes
its orientation is in the blue.

T1c-plan - Path planning – The third task is grid-based path planning, where
students are requested to deploy some graph (or grid) based search technique
such as A*, which they already know from the AI courses. However, within the
robotics context, the obstacles need to be grown to consider the embodiment
of the robot; see Fig. 5a. Besides, the grid path represented as a sequence of
neighboring grid cells can be too dense to be smoothly followed. Therefore,
students are tasked to simplify the path to a sequence of waypoints; see Fig. 5b.
Such a sequence of waypoints can be utilized in the reactive controller from
task T1b. Students implement the functions grow obstacles, plan path, and
simplify path that are validated in the BRUTE for defined planning scenarios.
The validation procedure is available with the reference solutions bundled in
Python’s pickle object serialization.

T1d-map - Mapping – In the mapping task, students are to fuse laser scanner
measurements by implementing the fuse laser scan function. For the valida-
tion, students can utilize the reactive controller from T1b-react to capture scans
along a defined path as depicted in Fig. 6. Besides, similar to the previous task,
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Fig. 6: Example of the robot path in the CoppeliaSim with visualization of the
grid map created by thresholding the occupancy grid map. The gray cells denote
unknown parts; the obstacles are black, and the free space is white.

testing scenarios are available. The automated task evaluation is based on com-
puting an accumulated difference of the map fused by the student’s implemen-
tation and the reference map. In real deployments, a small difference in a map
built over multiple trials can be expected because of numerical issues and un-
certainty in the pose estimation that is, however, provided by the CoppeliaSim.
Differences between the reference and student maps are expected even in the
simulation since students can experiment with different parametrizations of the
Bayesian map update.

T1e-expl - Exploration – Finally, students are tasked to implement the func-
tion find free edge frontiers that is supposed to provide a list of positions
representing possible exploration waypoints. Here, students can exploit advanced
functions of the SciPy [27] and use only a few lines of code to determine frontiers
cells, cluster them, and find free edge representatives as depicted in Fig. 3. To
that end, students need to reason about the problem, proper formulation, and
design of the convolution mask used to identify the frontier cells.

As the result of the overviewed tasks, students have prepared the individual
functions to be integrated into the exploration framework consisting of three
threads working in parallel as described in Section 2.1. Besides, when imple-
menting the tasks, students are provided with a support code in Python that
handles communication with the simulator, low-level robot motion control given
the velocity command, and data types for sensory inputs.

4 Evaluation of the Students’ Achievements

Students submit tasks’ implementations and project into BRUTE, where they
can report time spent on the particular task. The time reporting is voluntary, but
students fill reasonable values in most cases; therefore, we only filter out outlier
values longer than 100 hours, which is unrealistic, specifically as they have one
to two weeks per each small task. The filtered reported time spent is depicted
as the five-number summary in Fig. 7.
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Fig. 7: Reported students times spent on the tasks T1a–e and project PR.

The maximal reported values support the suitability of outliers being thresh-
olding at 100 h. Besides, in the authors’ opinion, it might be the case that stu-
dents often round the reported hours to tens for the project. The maximum
hours spent on the project correspond to more than ten working days, which
might be realistic if a student struggles with programming. However, most of
the values are around half of that, which is our expected value. The success of
our teaching mission can be further evaluated by an in-depth analysis of how
students spent the time budget and what features they implemented within the
autonomous mobile robot exploration project, detailed in the rest of this section.

4.1 Selected Students’ Implementations

We can imagine various extensions of the exploration framework to improve
mission performance. For students’ convenience, we list possible extensions with
expected scoring as the project can be up to 30% of the course grading. However,
students are not limited to the list and are encouraged to discuss the viability
of other extensions with lab instructors. The mandatory implementation of the
project represents about 10% corresponding to 10 points. Seven selected exten-
sions are further discussed as follows.

E1-dmap - Dynamic map size (+2 points) – Since a fixed size, a suffi-
ciently large map is assumed in the T1d-map task, the extension is to implement
a dynamically resizable map representation.

E2-clust - Multiple-representative free-edge clusters (+2 points) –
A single representative is determined even for a long free-edge in the T1e-expl
task; hence, students can implement splitting long free-edges using [16] as de-
picted in Fig. 8a.

E3-mi - Mutual information (+7 points) – Multiple representatives can
be ranked by considering the information gained by observing their surround-
ings [10], where each cell yields information based on the entropy of its obstacle-
probability and cells are considered independent. Since assessing the expected
information gain can be demanding, students can implement a simplified solu-
tion that approximates the information gain as the sum over all cells within
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Fig. 8: Illustrations of the suggested project extensions. (a) single representative
of the free edge is in blue, while multiple representatives are in orange; (b)
Raycasting for determining visible cells in E3-mi; (c) TSP-based selection of the
exploration waypoint in E4-tsp; (d) and (e) maps without and with the ICP-
based transformation of the coordinate frames, respectively, in E7-icp.

the sensor range, e.g., using raycasting to determine the visible cells as depicted
in Fig. 8b.

E4-tsp - Non-myopic planning (+4 points) – Non-myopic decision-making
can be implemented as a solution of an open-ended TSP instance, as illustrated
in Fig. 8c. Students are expected to utilize the LKH solver [20], already used
during the courses. However, they can also use alternative solvers.

E5-mre - Multi-robot exploration (+5 points) – Using multiple explor-
ing robots can improve exploration performance, and students can use various
technical solutions, such as inter-process communication.

E6-dec - Multi-robot exploration with decentralized task allocation

(+8 points) – Further extension of multi-robot exploration towards decentralized
decision-making is suggested to be based on the MinPos [4], where each robot
ranks possible waypoints based on its and other robots’ distance to the waypoint
being ranked.

E7-icp - Multi-robot exploration with individual coordinate frames

(+10 points) – In the CoppeliaSim, the robots’ positions are reported in a com-
mon coordinate frame. Students can assign each robot its coordinate frame based
on its respective initial position; see Fig. 8d. Then, the transformation between
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the coordinate frames can be found by the Iterative Closest Point (ICP) algo-
rithm [11] to get a joint coordinate frame as depicted in Fig. 8e.

Table 1: No. of students implementing the individual project extensions

Year PR E1-dmap E2-clust E3-mi E4-tsp E5-mre E6-dec E7-icp

2021 42 31 39 30 19 21 12 1

2022 33 21 30 26 13 18 14 0

We collected students’ implementations from 2021 and 2022, where 42 and
33 students implemented at least one extension of the exploration project among
55 and 66 enrolled students in the course, respectively. The distribution of the
implemented extensions is reported in Table 1.

The distribution suggests that students prefer to implement single-robot ex-
tensions over multi-robot options. Overall, the dynamic map size (E1-dmap),
multiple-representative free-edge clusters (E2-clust), and mutual information
(E3-mi) extensions are the most popular. The popularity of E3-mi is some-
what surprising to the course instructors since mutual information computation
is relatively complex compared to the other popular options; however, closer in-
spection reveals that more than one-third of the students opted for the simplified
version each year omits raycasting, making the computation significantly easier.
Among the single robot extensions, the TSP-based planning (E4-tsp) is the least
popular, likely due to their choice to work with an external library, for which
students report issues when using MacOS and Windows.

About half of the students opted to use multiple robots (E5-mre). The data
suggest that after implementing the multi-robot exploration, the students are
motivated to add the advanced task allocation (E6-dec), with about two-thirds
doing so. The exploration without a common coordinate frame (E7-icp) is se-
lected rarely, likely because it requires an extensive modification of the provided
supporting code. The only student who implemented the extension in 2021 noted
his interest in mobile robot localization.

One more student has implemented ICP-based matching of the robot scan
to a priori prepared maps of the environment; however, although similar, the
extension was part of a single robot exploration and evaluated as a custom ex-
tension. Other custom extensions include D* Lite path planning [21], an obstacle
distance field [5], or a ROS2-based implementation.

Overall, the project is popular with students, showing a considerable partic-
ipation rate through non-trivial and custom extensions.

5 Conclusion

In this paper, we share our experience on autonomous mobile robot exploration
in a robotic course; within it, we aim to prepare the students for the final project
- an exploration framework - through a sequence of small tasks that are then
integrated into the framework. Based on the students’ progress and reported
feedback, the students enjoy the way of small incremental steps to build a so-
lution for a relatively complex behavior of autonomous exploration, which most
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students would not imagine at the beginning of the course. Although the small
tasks have been fixed for several years, and our submission system automates
evaluating the students’ solutions, we do not detect significant plagiarism. The
students acknowledge the tasks as steps to understand the topics and the in-
cremental way of building a complex solution to avoid frustration from being
overwhelmed. Based on our course experience, we prepared a dedicated, short,
a few days long course1 with four introductory lectures and a series of tasks
leading to a robotic exploration framework. The supporting files can be used for
further similar courses.
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