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Abstract— Sustaining the gait locomotion in an adversarial
environment requires the robot to react to novel experiences
adaptively. In Free Energy Principle (FEP), the behavioral
reaction is driven by the discrepancy between observation and
prediction. Although, for legged robot gait locomotion, the
prediction of gait dynamics is challenging as the consequences
non-linearly depend on the activity history, the animal gait is ro-
bust, adapting to severe motion disruptions seemingly instantly.
In biomimetic robotics, the Central Pattern Generator (CPG)
relaxes the general dynamics of body-environment interaction
to the stable and repetitive dynamics of gait. Based on these
observations, we propose self-learning of the gait dynamics
model and FEP framework that infers state estimation and
gait control. The proposed method is experimentally evaluated
on a real hexapod walking robot with 18 controllable degrees of
freedom. The robot learns the gait dynamics model indoors and
then deploys it in outdoor navigation under various adversarial
scenarios. Results show that the developed interpretable gait
controller exhibits complex and real-time adaptive behavior
when it encounters unknown situations.

I. INTRODUCTION

The navigation performance of legged robots depends
on the capability to sustain gait locomotion in a dynamic
adversarial environment. In harsh and adversarial conditions,
the robot is exposed to novel terrains with different ter-
ramechanics and damage, changing the body-terrain dynamic
interaction. Consequently, it leads to the difference between
the robot’s World Model (WM) predictions and sensory
observations that turn out to decrease performance. However,
under the Free Energy Principle (FEP) [1], the prediction
error awareness can be used to improve the performance, ex-
panding the WM operational domain from seen to unseen [2].

The FEP is a mathematical cognition processing theory
that provides an upper bound on the robot’s surprisal, a quan-
tification of the robot’s surprise, which is then minimized.
The free energy minimization can be deployed in biomimetic
robotics for estimation [3] and has been expanded for control
in Active Inference Control (AIC) [4], [5]. Since the AIC
approach is relatively recent, to the best of the authors’
knowledge, there are no reported deployments of walking
robots with challenging body-terrain interaction dynamics.

The gait behavior is a result of past and present interde-
pendent motor activity. Thus, the motor space and temporal
space must be considered when describing gait dynamics.
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Fig. 1. The proposed gait controller deployed on the hexapod walking
robot Daisy with the tracking camera Intel® RealSense™ T265 that provides
a relative localization of the robot. The sensory and motor signals are
transformed into the phase-embedded space in which the gait dynamics
are modeled by linear models f!). Each particular ith model is utilized
both in state estimation Ax*(") and control inference Au(®) that adjusts the
gait based on the difference between the reference and estimate. The gaits
inferred from the available models are averaged and de-embedded into the
command signal sent to the servomotors.

The Central Pattern Generator (CPG) is a neural network
generating rhythmic signals commonly measured during ani-
mal gait [6], [7]. In biomimetic robotics, the CPG models are
used for tracking the state evolution in the temporal space
for control [8], [9] or estimation [10]. The CPG model can
be combined with Reinforcement Learning (RL) [11] or self-
supervised learning [12], where the CPG reduces the number
of parameters needed to control and model the gait dynamics.

In this paper, we propose a robust and adaptive gait for
adversarial environments that represents a computationally
inexpensive plastic controller. We combine the CPG-based
forward model [12] with the AIC framework into a model-
based gait controller. The WM is represented as an ensemble
of forward models that are incrementally bootstrapped by
motor babbling. The trained WM is used by the AIC to
provide state estimation and motor control by minimizing the
robot’s surprisal; see the system schema depicted in Fig. 1.

The proposed method is deployed on a real hexapod
walking robot, which learns to walk in thirty minutes and
is capable of adapting to novel experiences. As the forward
model is a linear model ensemble and the AIC is applied for
estimation and control, the learned parameters and behavior
inference are interpretable [13]. Furthermore, the ablation
study is performed on a high-fidelity robot model to com-



pare open and closed-loop control with a single model or
model ensemble. The results show that the model ensemble
outperforms the single model. Besides, the open loop has
the capacity to move toward the goal despite the fact that
the closed-loop control outperforms the open loop.
Contributions of the paper are considered as follows.

1) The biomimetic controller combines the neural and
cognitive principles, resulting in robust real-time gait
control that self-learns on-site without the need for a
dynamic, kinematic, or simulated high-fidelity model.

2) The method is implemented using linear models and
AIC, which approximates Bayesian inference; there-
fore, unlike black box solutions, additionally to robot
control, the method provides interpretable [13] models
and control inference.

3) Experimental deployments on a real hexapod walking
robot that is subjected to various adversarial scenarios,
showing that the controller can adapt to novel experi-
ences and navigate in unknown environments.

In the rest of the paper, an overview of the related work
and background on gait locomotion and FEP are provided in
Section II. The gait control problem is stated in Section III.
The proposed method is described in Section IV. Achieved
experimental results are reported in Section V, and the paper
is concluded in Section VI.

II. RELATED WORK AND BACKGROUND

The proposed approach combines two biomimetic con-
cepts. The first is a gait control based on the CPG, and
the second is control with the FEP. Both concepts are
briefly characterized in the following paragraphs to provide
an overview of the existing work and background of the
approaches used in the proposed method.

A. Gait and Central Pattern Generator (CPG)

The gait is a repetitive motion pattern controlled by the
CPG that is a recurrent neural structure providing syn-
chronous rhythmic oscillations that are correlated with the
repetitive behavior [14], [15]. The CPG can be mathemat-
ically modeled as a self-sustained oscillator or its approxi-
mation [16]. While the gait dynamics is history-dependent,
heavily non-linear, with codependent variables, the CPG-
based controllers drive the gait with relatively significantly
less computational effort. In [11], multiple two-layered Neu-
ral Networks (NN) are driven by CPG, resulting in various
hexapod walking robot behaviors. Each network is trained by
RL to perform a specific behavior, such as walking on flat,
elevated, or curved terrain, and the behaviors are combined
by the subsumption architecture.

An opposite architecture is presented in [17], where the
NN, learned by RL, drives the CPG that generates rhythmic
commands for snake-like soft-robot locomotion. In addition
to generating motor commands, the CPG can be used for
state estimation [18] to track the gait phase and detect events
that are out of the phase. Hence, the CPG can drive and
estimate the gait state that is reported in [12] for phase
embedding deployed on the soft-robotic arm. The phase

embedding uses the estimated gait phase and sensorimotor
signal to transform the control problem into phase-embedded
space where the sensorimotor relation can be represented by
non-recurrent regression, such as linear model or multilayer
perceptron. By incrementally learning the multiple gait dy-
namics model, the soft arm performs dynamic motions in an
open-loop control. The herein proposed approach combines
phase embedding with FEP to provide the framework for
closed-loop control.

B. Free Energy Principle (FEP)

The FEP is a mathematical theory of the Predictive Coding
(PC) paradigm under which an agent continually fuses sen-
sory information to represent the environment and predicts
the consequences of its actions. The PC is corroborated by
experiments in [19], where subjects lose the ability to per-
form precise movements when predictive capability is inhib-
ited. The FEP has been adapted in robotic manipulators [3]
to learn the estimation of the arm joint angles by fusing
multiple sensory inputs (tactile, visual, and proprioception)
even in the sensory input absence or in perturbed scenarios.

Based on [20], the Active Inference Control (AIC) is
formulated [21] using a multi-layered prediction architecture
that estimates the generalized state (state, its motion velocity,
and acceleration) for the robot control to perform reaching,
grasping, and tracking tasks. The reported AIC’s advantage
is robustness to embodiment changes, such as arm damage
or weight addition. Furthermore, the authors of [4] show
the relation between the PID control and the AIC by corre-
spondences with finding P and I gain parameters. In [5], the
AIC outperforms Model Predictive Control in manipulator
tasks of reaching and tracking, yet still robust to embodiment
changes. Based on the existing results, FEP is considered
promising, and we continue on our preliminary work [22]
to expand the AIC to the domain of mobile robots in rough
environments.

III. PROBLEM STATEMENT

The robot controls its N actuators with commands v, ()
to track the given M sensory references y,rjf(t) that consist
of planar and turning velocities. The tracking of the given
reference results in navigating the robot toward the given
goal. The robot measures the M tracked modalities with sen-
sory observations %,(7). Although the relationship between
commands v and sensory observations Y is unknown to the
robot, the locomotion is assumed to be the result of the gait
behavior that relaxes general dynamics to gait dynamics.

In gait dynamics, we assume that the gait state depends
only on events occurring within one gait period T. The gait
state can be described by the gait phase ¢ and the command
trajectory within one period U(r) = (v(7)):=}_,. A CPG-
based forward model predicting sensory state from the gait
phase and command history is proposed in [12], where
a motor trajectory U(t) is phase-embedded into a vector u,
which relation with sensory observation is modeled as linear.

The present work is to utilize the linear forward model in
the AIC model-based controller derived from the FEP.



IV. PROPOSED GAIT AIC BOOTSTRAPPING

The proposed controller incrementally self-learns to track
a given reference with continual gait adaptation. We em-
ploy the CPG with Radial Basis Function (CPG-RBF) [23]
network to transform the sensorimotor signal into phase-
embedded vectors and the AIC to track the reference y™
by updating the gait u, see Fig. 1. The gait update is
performed in real time, where each A; = 0.01s, the AIC
step summarized in Algorithm 1 is evaluated. The AIC
utilizes the WM W = {f)}5 which is incrementally grown
by bootstrapping as described in Section I'V-B.

Algorithm 1 Active Inference Control Step

1: Input: Reference y*f, observation 7, efferent copy .

2: Output: Motor command V.
3 ¢ ¢+2nT A > Simple CPG model.
D> j is the imaginary unit, and |-| denotes the complex norm.

4: Ve € C: ®, + |exp[j9] —exp[j 2 2n]|

5: VeeC: @ ):j:i’fizl] > See Fig. 1 for @ evolution.
6: Ve €C:ye Yo + (V=Y ) A Qe > Phase-embedding
7. VeeC a1, + (V—10,)M @,

8: UM ¢ arg max, Q.

9: if CCuITCﬂt # CpreViOuS then

10: Cprevious & ccurrent

11: for i € B do

12: x*() « x*() 4 Ax*() update by (6)

13: u® « u 4 Au) update by (7)

14: end for

15: u«By? ul®

16: end if

17: return v < Zf (ORI > De-embedding

The employed sensorimotor model [12] utilizes phase-
embedding to transform the motor and sensory signals
into phase-space, where motor-embedding can be linearly
mapped to sensory-embedding. The embedding divides
the phase range into C phase segments, ¢ € [0,27) =
uler % ,2m &), where for each cth segment, we observe the
mth sensory modality y,,. and command the nth motor u,,.
The phase segment activation is implemented by the CPG-
RBF network where the CPG periodically activates C RBF
neurons with the period 7T, see Lines 3-5 I and Fig. 1. The
activation signal ¢, is then used for the phase-embedding
of sensory and motor signals, see Lines 6-7. The gait
is represented by seqence of motor commands u = (u.)¢,
which is de-embedded at Line 17. The mth sensory modality
prediction at the cth phase is

N C
Jme () :bmc""zzwﬁfc(“nd_“:zd)v (1
n d

n this work, we use a model of unperturbed CPG phase; however, in
principle Lines 3-5 can be replaced by any CPG-RBF implementation.

where the regression parameters byc, Wpe = (Wre VS, and

u’ are bias, weight, and base-gait, respectively. The gait
dynamics model f = (f,,.)X¢ thus maps the gait to sensory
prediction for a single gait period. The model parameters
{bme, Wi} are found by linear regression on the collected
data from motor babbling. The dynamics embedded by the
CPG-RBF network are utilized in the AIC to infer the gait.

A. Active Inference Control as Free Energy Optimization

In the AIC, the state estimation and control update rules
are inferred from the free energy. Its optimization provides
an approximation to the posterior state probability

S(x(p.g) — PO DP(ID (vl x Dp(Ex 0 p(xI)

p(DIf) p(DIf)
2

given the evidence of sensorimotor data D = (u,y), a pair of
observed motor commands (efferent copy) and sensory value,
and knowledge of sensorimotor model f. Unlike in [21], we
define the optimization in the phase embedded space, where
we assume sensorimotor linear relation (1). Hence, a shallow
(single layer) architecture is sufficient, and the state x is
a variable of the embedded sensory space.

The state posterior is approximated by the robot’s recogni-
tion density q(x;x*,{) = A (x;x*,{) modeled as a Normal
distribution with the expected value x* and covariance {.
The expected value is found by minimizing free energy

F = —In p(yla,x", £)p(ax", H p(x" ). 3)

Using Laplace approximation [24], normal distributions
are used to model the sensory measurement probability
p(y|u,x*.f) = A (y;x*,X”), sensory prediction probability
p(ax*,f) = A4 (f(u);x*,X*), and sensory prior p(x*|f) =
A (x*;b,X"). From that, the free energy can be defined as

F(Xye, D) = 4)
(ymc _x;‘nc)2 (fmc(ﬁ) _x:u‘)z + (x;knc — bmc)2 (5)
ZGV);;C 261?10 26’)'26
where we assume variables x},. being independent. The state
estimate is then updated by gradient descend x},. = _Tif ,
@:ymc_xjnc+ﬁ"0(ﬁ)_x;nc7x;6nc_bmc (6)
KX 02’)16 Grlrtlc G’)fw )

where k¥ denotes the learning rate.

Except the estimate x*, the free energy is influenced by the
motor activity u [20], assuming the motor activity drives the
sensory observations F(x*,y(u)). We adopt the formalized
relation between the sensory variable and motor variable
gradient [21] as

ine _ OF(x*,y(u)) dy(w) XSV () = Xng e
k0 ay(u) “L e e )

ity

where k* denotes motor learning rate, with the substitute of
the sensory reference y™ for the sensory variable.
We assume that the model approximates the sensorimotor
C

. N Mond . 1 .
relation yyg(w) & fna(w), thus 24 ~wi,. Hence, for given



model f, confidence parameters ¢”,0", c*, learning rates
k*, k", and the reference parameters y™f, s, the update rules
(6) and (7) provide the estimation and control, respectively.
The update is performed for each ith model in the WM, see
Lines 12-13, and the controller output is averaged at Line 15.

B. Bootstrapping the World Model

The proposed method calculates the AIC for every model
in the WM W = {f}8 which is incrementally grown
by bootstrapping [12]. Each ith bootstrapping increment
produces ith model, where the robot performs two stages:
(1) learning by motor babbling, and (ii) reference tracking
using the proposed AIC. At the start of the ith motor
babbling stage, the current gait is set as the ith base-gait,
w') = u(r), and then, the sensorimotor data D) is collected
by perturbing the base-gait w'() with gaussian noise and
measuring the senosory effects y. After 300 gait periods,
the data D) = {(@,y)}3% is regressed into model £ that
is added to the WM W. In the next stage, the robot tracks
the reference with Algorithm 1 for 115 gait periods, after
which the next bootstrapping increment may follow. The
bootstrapping is initialized with the base-gait u’(!) = 0. The
outcome of B bootstrapping increments results in the WM
as of W = {f)}5,

V. RESULTS

The proposed method has been deployed on real and sim-
ulated hexapod walking robots trained separately and only
for the real-to-real and sim-to-sim setups. The robustness
is examined on the real robot, and a high-fidelity simulation
robot model is utilized in the ablation study. The performance
evaluation is to assess how the trained controller navigates
the robot toward the given goal location.

The real robot is the hexapod walking robot HEBI Daisy,
which is a six-legged walking robot with N = 18 controllable
degrees of freedom defined by three servomotors per leg
that are controlled by setting their joint angles. The Intel®
RealSense™ Tracking Camera T265 provides pose estimates
used for control and navigation. Five sensory modalities
are utilized from the pose estimates: heading [yhead]ms’1
and side [yside]rns_1 velocities, roll, pitch, and yaw change
denoted as [yyyjrads™!, [Vpitch|rad s~!, and [Vyaw]rad s~
respectively. Together with 18 joint torque servomotor mea-
surements, the robot has M = 23 sensory modalities in total.
The gait period is set to 7 = 1.25s, where we track the gait
phase with the granularity C = 6.

The simulated robot is a high-fidelity model of the
small six-legged walking robot PhantomX [25] in Cop-
peliaSim [26]. The robot has a similar morphology to Daisy,
and therefore, the same sensorimotor dimensions and symbol
semantics are used, but the granularity is C = 4.

Two navigation strategies are considered to generate refer-
ence y™ the robots learn to track. Given the robot’s position I
and heading direction «, the strategy steers the robot toward
the goal location 1*. The first navigation strategy is turngo,
which is used for controller training. It maintains the robot’s

heading toward 1* and forward heading velocity

1A =1 —1, (8)
a* = arctan2(15,13), )
at=o —a, (10)
eha(®) = 11 cos (). ()
Yyaw(t) = a®  mod 2z, (12)

where the reference velocity and heading values are limited
to be within the intervals [0, ygfzﬁl‘;‘ﬂ and [—ypoa, yhound],
respectively. All other modalities have a reference set to zero.

The second strategy anygo is to evaluate trained con-
troller generalization. It uses a combination of side and

forward locomotion to reach the goal location

sieha(t) = 1% cos (o). (13)
She(0) = |14 sin (). (14)

with bounded planar velocities to be within [0, y5pend].

The proposed method is implemented in Python using
linear regression and runs onboard on the Intel® Core™ i7-
10710U processor, which provides sufficient computational
power for real-time execution of Algorithm 1. The linear
regression in bootstrapping, described in Section IV-B,
is implemented with sklearn library, which produces
a new model in less than a second. Hyperparameter values of
A= (C.07. 07,0 K g S Ty
have been found in preliminary deployments of the real
e = (6,0.1,100,100,0.02,0.02,0.03,0.03,0.02,1,0.02,0.03)
and simulated robot

Ham = (4,0.1,100,100,0.02,0.01,0.03,0.03,0.03,1,0.03,0.12).
A. Real Robot Deployment

The real robot Daisy was trained indoors to walk forward
on a flat floor and then deployed outdoors on various terrains,
see Fig. 3. During the WM bootstrapping on the flat floor,
Daisy is tasked to reach 20 m far goal location in the initial
heading direction using turngo strategy.
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Fig. 2. Traversed distance toward the goal location increases after each

bootstrapping increment.

It took three bootstrapping increments to achieve a forward
motion. During the first increment, the robot slowly slides on
the smooth floor forward and backward. During the second
and third increments, the robot improves its forward motion;
see Fig. 2. Still, in most experiments, the robot seems to
exploit the floor’s smoothness and keeps some legs sliding
on the floor, depicted in Figs. 3a and 4a. The WM W =
{£1) £2) £3)} capable of the forward motion is bootstrapped
in about 27 min of real world learning.
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Learning indoor and deployment outdoor scenarios. In the plots, the first (blue) and last (red) gait of the corresponding experiment, where the

angle command u, sequence is projected on the middle-right leg shoulder and elbow plane. Each node represents a command at the phase segment executed
in a clockwise direction, and the command u; is at the triangular-shaped node. The recordings of the experiments can be found in the supplementary video.
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Fig. 4. Multiple terrain traversal. The left column shows the evolution of
tracking the reference, control magnitude ||u||, and distance from the goal
location in meters. The right column shows the robot’s navigation with the
indicated heading angle by the color corresponding to the color bar on the
top right. The translucent red circle indicates the goal region. In (c), the
robot traverses a shorter distance of 2m due to area constraints.
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Fig. 5. Robot distance to the goal location in the eval-
uation with manually perturbed initial robot heading. In the first
30s for each experiment, the largest heading perturbations in radi-
ans are (a) o® € {0.18,-0.08,0.06,0.10,0.86,—0.86}, and (b) o’ €
{-0.37,0.71,1.14,0.25,0.50,1.10}.

The WM bootstrapped indoor is used for Daisy deploy-
ment outdoors to reach goal location on tiles, concrete,
and pavement terrains; see Figs. 3b to 3d. The outdoor
terrains are not as smooth as the indoor floor, and the
robot initially struggles with locomotion. However, as more
reference error causes more updates on the gait, the leg lifting
becomes pronounced, and the robot starts walking; see plots
in Figs. 4b to 4d. For the final gaits, the legs are lifted higher
for terrains with increased elevation differences; see Fig. 3.

The tiled and concrete terrains were used for testing the
robot’s ability to turn or go sideways with turngo and
anygo navigation strategies, respectively. The robot was
tasked to reach goal location Sm in the initial heading
direction and then manually turned, so the robot had to adjust
its heading to the goal in the t urngo navigation, see Fig. Sa.
If the turn was slight, the robot adjusted its heading while
moving forward. For a sharp turn, the robot slowed down and
turned by shortening the stance trajectory of the forward leg
on the side of the turn. anygo was tested with the same
methodology, and the robot resolved the task by diagonal
motion. The anygo was slower than turngo, see Fig. 5b;
however, the robot was of approaching the goal in both cases.

The random elevations on the tiled ground caused the
robot to turn its heading from the goal location, yet it
was capable of adjusting its heading to reach the goal
location, see Fig. 4b. On the pavement, we observed the
elevation transition between smooth and rough terrain, which
is depicted in Figs. 4c and 4d.



B. Ablation Study using High-fidelity Simulated Robot

The robot model [25] is used in the ablation study with
open/closed-loop setups using single/multiple models. The
WM for the simulated robot is bootstrapped with three
increments using the same methodology as for the real Daisy
robot. The simulated robot with the trained WM is tasked to
navigate toward the goal location 1I* = (100m, 100m) using
the turngo strategy for 30 min. The controller robustness
is tested in four scenarios, where between 3 min and 21 min
of the test, the paralysis is applied to the left front, middle,
hind, or none leg.

TABLE I
TRAVELED DISTANCE IN METERS FOR THE ABLATION STUDY.

Control WM Front /m Middle/ m Hind /m  None / m
Open Single  —0.4(0.0) —1.8(0.1) —0.7(0.0) —0.3(0.1)
Closed Single 7.0(2.1) 7.1(2.2) 8.1(1.7) 11.5(1.1)
Open Multi 4.4(0.1) 12.8(0.3) 6.3(0.5) 9.6(0.3)
Closed Multi 9.9(8.6) 12.3(4.7) 15.5(0.3) 15.9(0.3)

Average values with standard deviation in brackets among five trials.

The proposed closed-loop multi-model control (the very
bottom row in Table I) is modified into three ablations:
open-loop control, single model open-loop, and single model
closed-loop. The open-loop control is implemented by
setting the observation confidence small ¢ = 1000 and
prediction confidence high o“ = 1, while the single model
WM is realized by using only the last model f3). Each
ablation and scenario is repeated five times, and the average
traveled distance (with standard deviation in brackets) is
reported in Table I.

The single model open-loop performs the worst, and gen-
erally, the closed-loop control performs better than the open-
loop control. Interestingly, multi-model open-loop performs
better at middle leg paralysis, and overall, the results are
close to the single-model closed-loop control, showing that
even in the absence of sensory observation, the multi-model
WM has the capability to approach the goal location. The
multi-model outperforming the single-model is consistent
with the previous work [12], where averaging control from
multiple models improves the performance.

The ablation experiments for the parameters ¢* and ¢”
show that while different values affect locomotion perfor-
mance, the algorithm consistently sustains locomotion with-
out failure. Moreover, 6, ¢” parametrize (6) across all M
sensory modalities, indicating that the locomotion capability
is robust to parameter variations. Such flexibility of tuning
c“, 6 can be used for automated parameter optimization
during deployment, which we plan to explore in future work.

C. Model Interpretability

We argue for the interpretability because the models are
linear, and the control is the outcome of the AIC, Bayesian
inference [13]. In (1), the positive coefficient wfn‘f can be
read as “nth motor activity at the gait phase d is positively
correlated with the mth sensor observation at the consequent
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dl d2 d3 d4 d5 d6
Motor phase

dl d2 d3 d4 d5 d6 -1.0
Motor phase

Fig. 6.  The phase-phase relation between the right middle leg shoulder
joint and heading velocity. The left model is phase-symmetrical, where
positive motor activity results in positive heading velocity one phase
segment later. The symmetry starts disappearing as the robot lifts its legs
in the middle model, where the motor phases 4, 5 do not contribute to the
heading velocity as much. The right model is phase-asymmetrical, where
only the motor phase 4 contributes to the heading velocity of one phase
segment.

phase ¢.” Following the interpretation, in Fig. 6, we can
observe the phase-phase relation between the shoulder joint
and forward speed changes wﬁi’i .- In the first model, the
shoulder joint positive command increases the forward speed
in the next phase wseza’i a1 > 0. However, in the third model,
only the motor phase d =3 has a strong sensory response
because the leg is at the lowest point during d = 3, see Fig. 3,
which implies the leg is in the stance. The strong sensory
response w}lfja’g3 results in control update (7) changing the
command at d = 3, ur23, the most.

D. Discussion on Biomimetic Approach

The proposed biomimetic method bootstraps the robot’s
WM directly on site, capable of walking in 27 min from
scratch. Although the model is linear and trained on a flat
floor, the AIC inference is powerful enough to adapt to the
rough terrain and adversarial scenarios, shown in Sections V-
A and V-B. If the performance is insufficient, the incremental
growth of the WM improves the performance [12], as we
can see in Fig. 2. Furthermore, the proposed method is
interpretable, as demonstrated in Section V-C; thus, besides
providing control, the method also provides an analysis of
the body-terrain dynamics. It contrasts with black-box con-
trollers, which rely on high-fidelity models and deep machine
learning methods [27] that are unsuitable for deployment
in uncertain, ever-changing environments without extensive
computational infrastructure.

VI. CONCLUSION

We present a novel learnable gait controller that bootstraps
its locomotion and solves the Active Inference Control in the
phase-embedded sensorimotor space. The embedding allows
modeling dynamics by a linear transformation further used
by the active inference of the state estimation and motor
control. The method is deployed on real and simulated
hexapod walking robots and independently tested in real-
to-real and sim-to-sim adversarial scenarios. The robot self-
learns gait dynamics and gains the capability to walk even
under perturbed locomotion. In future work, we plan to
focus on the continual scalability of the robot’s locomotion
knowledge to address long-term deployments of the mobile
platforms.
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