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Abstract—This paper concerns principles of unsupervised learning of self-organizing maps (SOMs) to address optimization routing problems called the Orienteering Problem (OP) and its multi-vehicle variant called the Team Orienteering Problem (TOP). The problems are similar to the traveling salesman problem in finding an optimal tour to visit all the given locations, but here, each location has specified reward that can be collected by the tour and the problem is to select the most valuable subset of the locations that can be visited within the travel budget. In existing SOM for the OP, the locations to be visited are duplicated to adapt the network to locations with higher rewards more frequently. The proposed novel SOM-based solution overcomes this necessity and based on the presented results it significantly reduces the computational burden of the adaptation procedure. Besides, the proposed approach improves the quality of solutions and makes SOM competitive to existing heuristics for the OP, but still behind computationally expensive metaheuristics for the TOP. On the other hand, the main benefit of the SOM-based approaches over the existing heuristics is in solving the generalized variant of the OP and TOP with neighborhoods. These variants of the problem formulation allow to better utilize the travel budget for instances where the reward associated with the location can be collected by visiting a particular neighborhood of the location and not exactly the location itself. This generalized problem formulation better models situations of the robotic data collection, e.g., using wireless communication or range sensors.

I. INTRODUCTION

The Orienteering Problem (OP) was introduced in [1] for an inventory routing problem and for orienteering in [2]. The OP can be considered as a variant of the popular combinatorial the Traveling Salesman Problem (TSP) in which we aim to determine a tour that maximizes the total collected profit [3]. Contrary to the variant of the TSP called the Prize-Collecting TSP [4], where the objective function is to determine the shortest tour maximizing the profit, the OP stands to determine a tour that maximizes the collected rewards associated with the given set of locations while the total tour length is shorter than the given travel budget $T_{\text{max}}$. Hence, the OP can be considered as a combination of the Knapsack problem in selecting the most valuable locations to be visited and the TSP in finding the shortest tour visiting such a subset. Therefore, the OP is at least NP-hard [1] as for visiting all the given locations the problem of determining the shortest tour is the TSP.

Motivations for solving the OP are related to routing and logistic tasks in which the travel budget is limited and where there is a demand to serve many potential locations (customers). Several practical applications can be found in [5], [6]. The main motivation of the approach studied in this paper is arising from the robotic information gathering, where a single or team of autonomous vehicles is requested to collect data from a pre-deployed sensor network or collect measurements at particular locations. Not all sensor locations provide data of the same importance, and thus a reward characterizing the importance of the data can be associated with each sensor location. The operational time of robotic vehicles is often limited, and thus the goal is to maximize the collected information from the sensors while the required travel cost is under the given limit.

Having a fleet of vehicles, the total collected rewards can be increased by simultaneous data collection by individual vehicles [7]. Then, the problem is to determine a set of data collection tours, one for each individual vehicle, such that the reward associated with a particular sensor location is counted only for a single vehicle, i.e., multiple visits to the same location do not increase the total reward. Such a formulation of the OP has been introduced as the Team Orienteering Problem (TOP) in [8] and it can also be used in situations where a tour for one vehicle has to be determined for a single day and other important customers are served on the next days [9].

Moreover, it is often not necessary to visit the particular sensor locations exactly in motivational scenarios of data collection for environment monitoring. It may be rather more suitable to save the travel cost by remotely read data from the sensors within a wireless communication range [10] or using range measurements such as a camera in surveillance and inspection missions [11], [12]. This can be addressed by the variant of the TSP called the Traveling Salesman Problem with Neighborhoods (TSPN) [13], [14] and a similar generalization of the OP has been introduced as the Orienteering Problem with Neighborhoods (OPN) in [15], [16]. The main difference between the ordinary OP and its generalization the OPN is that in addition to the determined subset of the sensors providing the most valuable measurements, it is also required to determine the most suitable waypoints from which the measurements (rewards) from the sensors can be collected.

The both formulations (the OP and OPN) share the main challenge of orienteering problems that is the determination of the subsets of the locations according to the tour visiting them with respect to the given travel budget. Regarding the existing approaches for the orienteering problems [5], [6], the....
only approaches capable of a direct solution of the OPN are those based on self-organizing maps proposed in [16], [15].

In this paper, SOM for the OP is investigated and a novel adaptation method of the SOM-based unsupervised learning is proposed. The proposed growing self-organizing structure is independent on the rewards, and thus it scales better than the previous methods. Moreover, the learning procedure keeps the number of neurons lower or equal to the number of locations to be visited, which further decreases the required computational time. The proposed SOM method also provides a solution of the OPN. In addition, the proposed method is employed to solve the Team Orienteering Problem (TOP) and its variant with neighborhoods. The developed algorithm has been evaluated using standard benchmarks for the OP and TOP [6], [17] and found solutions are compared with existing results available in the literature [18], [9]. Regarding the results for the OP, the proposed SOM-based approach provides better solutions than the previous approach [16] and it is competitive to existing heuristics. Moreover, the proposed approach is about one order of magnitude faster than [16] and solutions are found in tens of milliseconds using a conventional desktop computer. The main contributions of the paper are:

- Novel growing self-organizing map for the OP, TOP, and their variants with neighborhoods.
- Improved performance of SOM for orienteering problems with computational complexity independent on the rewards, contrary to the previous work [15], [16].
- Evaluation of SOM solvers in standard benchmarks for the OP and TOP with comparison to existing heuristics.

The rest of the paper is organized as follows. An overview of existing approaches is presented in the next section. The OP and OPN are formally introduced in Section III together with the generalized the TOP. The proposed novel SOM-based unsupervised learning for orienteering problems is presented in Section V. Results and comparison of the proposed method with the previous SOM approach and existing heuristics are presented in Section VI. Concluding remarks and future research work are in Section VII.

II. RELATED WORK

Several approaches to the OP and TOP and their further variants have been proposed in the literature [5], [6]. The existing methods include exact solutions based on branch-and-bound techniques [19], [20] but due to a high computational complexity of the exact solvers, heuristic methods have been developed, e.g., [21], [18], [22]. The solvers are further improved by metaheuristics [23], [9] based on a combination of several techniques such as evolutionary methods, tabu search [24], Variable Neighborhood Search (VNS), Particle Swarm Optimization [25], [26], and even improvement heuristics for the TSP, i.e., LKH [27].

Regarding approaches to the orienteering problems based on neural networks, to the best of our knowledge, there is only a single approach [28] based on continuous Hopfield neural network in the literature, except the recent works [16], [15]. The approach [28] relies on traditional heuristics for the TSP that are employed in an iterative minimization of the proposed relatively complex energy function. The authors report that the proposed combination of heuristics is crucial to find solutions that are competitive to existing combinatorial solution of the OP. On the other hand, the approaches [16], [15] are solely based on the unsupervised learning and they originate from the work [13] that introduces growing SOM to address the Prize-Collecting Traveling Salesman Problem with Neighborhoods (PC-TSPN) and which provides better results than existing combinatorial heuristics in data collection planning in terms of the solution quality and the required computational time.

Based on the findings reported in [13], the main source of the data collection plan improvement is in the determination of suitable waypoints at which the requested data from the sensors are collected, i.e., the neighborhoods part of the problem formulation. Therefore, it is desirable to consider the neighborhoods also in the formulation of the Orienteering Problem for the data collection planning that better fits the practical limitations of the operational time of robotic vehicles than the PC-TSPN, in which the tour length is minimized but not guaranteed to be within the budget limit.

The SOM for the TSP follows the main idea of the Kohonen’s unsupervised learning, where the neuron weights share the space with the input space. The network forms a uni-dimensional structure (not a usual 2D grid of cells in an ordinary SOM based approaches) that forms a ring of neurons that represents a tour in the input space. The unsupervised learning for the TSP is an iterative procedure in which the given locations (cities) to be visited are presented to the network and the best matching neuron is adapted to the presented location together with its neighboring neurons. The power of the adaptation is according to the neighboring function that decreases the power of the adaptation with increasing cardinal distance (i.e., measured as the number of neurons) of the neighboring neuron to the winner neuron. During the learning, the ring of neurons evolves in the input space to fit the presented locations (cities) and the final tour to visit the locations is retrieved by traversing the ring as a sequence of the locations associated with the particular neurons.

The main difficulty to address the OP by the SOM for the TSP is related to the constrained travel budget and rewards to prefer locations with high rewards. In [15], the authors propose to duplicate each individual input location (which in fact is an observation region to collect data about a particular object of interest) by a factor determined from the greatest common divisor of the set of rewards. This is motivated to adapt the network towards the areas providing higher rewards more often in each learning epoch. The main drawback of the duplication is that the computational complexity is dependent on the size of the input, and thus it depends on the particular setup of the rewards and the duplication can result in a significantly larger input than the original problem. In addition, a feasible solution of the OP has to satisfy the budget limit. In the SOM learning, this is achieved by a conditional winner selection and its actual adaptation according to the expected length of the ring (route) after the adaptation. Therefore, if the adaptation
results in budget constraint violation, the winner neuron is not selected, and the learning proceeds with the next input.

The first application of SOM to the OP has been introduced in [15] to solve active perception problem with a group of mobile robots, and the performance of the SOM-based solver is not compared with existing solutions and standard benchmarks. Besides, the solution for the multi-robot case has been found as individual patrolling routes that support spatial partitioning of the input space into independent regions that are determined by the SOM during the learning. The SOM learning has been further applied in the single-competitor OP and compared with existing heuristics for the OP on the available benchmarks in [16]. The SOM for the OP is competitive to the existing heuristics proposed in [21], [22], [18], [5] on the instances of the Tsiligirides problem sets [2], [17]. For problem instances from the Set 64 and Set 66 [18], [17] benchmarks, the solutions provided by SOM are slightly worse than solution found by the heuristics algorithms. On the other hand, the main benefit of the SOM solver is its ability to solve the OPN, in which even a short communication radius significantly improves the total collect rewards in the problems of the Set 64 and Set 66. However, the main drawback of the previous SOM approaches proposed in [15], [16] is that their computational complexity depends on particular values of the rewards that directly influence the number of duplicated locations used for learning. The herein proposed novel adaptation procedure addresses this drawback and significantly decreases the computational burden while it also improves the solution quality in the existing benchmarks for the OP.

III. PROBLEM STATEMENT

The studied Orienteering Problem (OP) and its variant with Neighborhoods (OPN) together with their extension for multi-vehicle missions is motivated by robotic data collection planning for autonomous vehicles to collect sensor measurements from a given set of sensor locations \( S \). Each sensor location may provide measurements of various importance, and thus each sensor location \( s_i \in S \) has associated reward \( c_i \) that is collected by retrieving data from the sensor. It is assumed a robotic vehicle has limited travel budget, and therefore, the problem to determine the most valuable sensor measurements can be formulated as the OP or TOP. In the case, the requested measurements at the sensor locations can be collected remotely, e.g., using a wireless communication, the range for a reliable data transfer is denoted \( \delta \) and the problem can be formulated as the OPN, where the neighborhood of \( s_i \in S \) is defined as a disk centered at \( s_i \) with the radius \( \delta \). The problems are formally introduced in the following sections.

A. Orienteering Problem (OP)

Let \( S = \{ s_1, \ldots, s_n \} \) be a set of \( n \) sensor locations in \( \mathbb{R}^2 \) with a particular position denoted by \( s_i \in \mathbb{R}^2 \). Each \( s_i \in S \) has its associated reward \( c_i \geq 0 \). The data collection vehicle operates in \( \mathbb{R}^2 \) and its travel cost between any two points \( p_1, p_2 \in \mathbb{R}^2 \) is the Euclidean distance \( |(p_1, p_2)| \). The initial location of the vehicle is \( s_1 \) and the requested final location is \( s_n \), the locations can be different \( s_1 \neq s_n \), and their associated rewards are zero \( c_1 = 0 \) and \( c_n = 0 \) [21].

The problem is to determine at most \( T_{\text{max}} \) long path from \( s_1 \) to \( s_n \) that maximizes the sum of collected rewards by visiting some subset of locations \( S_k \subseteq S \). Therefore we need to determine the most valuable subset \( S_k \) such that a path connecting \( s_i \in S_k \) starts at \( s_1 \), terminates at \( s_n \), and its length is not longer than \( T_{\text{max}} \). The requested tour \( T \) can be represented as a permutation of the \( k \) sensor locations \( T = (s_{\sigma_1}, \ldots, s_{\sigma_k}) \) where \( \sigma_i \) is the sensor label from the permutation \( \Sigma = (\sigma_1, \ldots, \sigma_k) \) where \( 1 \leq \sigma_i \leq n \), \( \sigma_i \neq \sigma_j \) for \( i \neq j \) and with the defined start and end locations of the tour \( \sigma_1 = 1 \) and \( \sigma_k = n \). The OP can be then defined as the problem to determine the number of sensors \( k \), the subset of sensors \( S_k \), and their sequence \( \Sigma \) such that

\[
\begin{align*}
\text{maximize}_{k,S_k,\Sigma} & \quad R = \sum_{i=1}^{k} c_{\sigma_i} \\
\text{subject to} & \quad \sum_{i=2}^{k} |(s_{\sigma_{i-1}}, s_{\sigma_i})| \leq T_{\text{max}}, \\
& \quad s_{\sigma_1} = s_1, \quad s_{\sigma_k} = s_n,
\end{align*}
\]

where \( R \) is the sum of the collected rewards.

B. Orienteering Problem with Neighborhoods (OPN)

The Orienteering Problem with Neighborhoods (OPN) is an extension of the above introduced OP to address situations when rewards at the locations \( S \) can be collected within \( \delta \) distance from the individual sensor locations. Here, the problem is not only to determine the number of locations \( k \), the subset \( S_k \subseteq S \), and the permutation \( \Sigma \), but also particular waypoints \( p_{\sigma_i} \in \mathbb{R}^2 \) at which data can be reliably collected from \( s_{\sigma_i} \in S_k \), i.e., \( |(p_{\sigma_i}, s_{\sigma_i})| \leq \delta \). In this case, the solution is not a tour \( T \) visiting the locations of \( S \), but a sequence of waypoints \( P = (p_{\sigma_1}, \ldots, p_{\sigma_k}) \) with the length \( |P| \) shorter than or equal to the travel budget \( T_{\text{max}} \). Similarly to the OP, the initial and end locations of the path are the locations \( s_1 \) and \( s_n \), respectively. The problem can be defined as

\[
\begin{align*}
\text{maximize}_{k,S_k,p_k,\Sigma} & \quad R = \sum_{i=1}^{k} c_{\sigma_i} \\
\text{subject to} & \quad \sum_{i=2}^{k} |(p_{\sigma_{i-1}}, p_{\sigma_i})| \leq T_{\text{max}}, \\
& \quad |(p_{\sigma_i}, s_{\sigma_i})| \leq \delta, \quad p_{\sigma_i} \in \mathbb{R}^2, \\
& \quad p_{\sigma_1} = s_1, \quad p_{\sigma_k} = s_n.
\end{align*}
\]

C. Team Orienteering Problem (with Neighborhoods)

In the case, a fleet of \( m \) vehicles is available, the problem is to determine \( m \) tours \( T = \{T^1, \ldots, T^m\} \), one for each vehicle, such that each individual tour \( T^r \in T \), \( 1 \leq r \leq m \) is not longer than the budget \( T_{\text{max}} \). The vehicles can be requested to start and terminate at the same locations (as in the existing benchmarks [9], [6]), e.g., \( s_1 \) and \( s_n \), but otherwise it is supposed the tours visit different locations, i.e., the collection of the reward from a single location is
not cumulative. The formulation of the TOP is basically an extension of the previously introduced OP for an individual vehicle that is denoted by the superscript \( r \). Thus, the problem is to determine for each vehicle \( r \), the subset \( S_{kr}^{r} \subseteq S \) with \( k^{r} \) locations, and the permutation \( \Sigma^{r} = (\sigma_{1}^{r}, \ldots, \sigma_{k^{r}}^{r}) \) such that the locations (except \( s_{1} \) and \( s_{n} \)) are not visited by more than a single tour and all tours satisfy the budget \( T_{\text{max}} \). The problem can be formally defined as:

\[
\begin{align*}
\text{maximize} & \quad (k^{r}, S_{kr}^{r}, \Sigma^{r}) \text{ for } r \in \{1, \ldots, m\} \quad R = \sum_{r=1}^{m} \sum_{i=1}^{k^{r}} \sigma^{r}_{i} \\
\text{subject to} & \quad \sum_{i=2}^{k^{r}} |(s_{\sigma^{r}_{i-1}}, s_{\sigma^{r}_{i}})| \leq T_{\text{max}}, \\
& \quad s_{\sigma^{r}_{1}} = s_{1}, s_{\sigma^{r}_{k^{r}}} = s_{n}, \text{ for } r \in \{1, \ldots, m\}, \\
& \quad S_{kr}^{r} \cap S_{kj}^{r} = \{s_{1}, s_{n}\} \text{ for } i \neq j, \\
& \quad i, j \in \{1, \ldots, m\}. \tag{3}
\end{align*}
\]

The formulation of the Team Orienteering Problem with Neighborhoods (TOPN) is pretty much similar to the OPN and TOP. The problem is to determine individual paths \( P = \{P^{1}, \ldots, P^{m}\} \), where each \( P^{r} \in P \) is not longer than \( T_{\text{max}} \).

The formulations of the OP and TOP follow the existing problem definitions [6], albeit they are usually formulated as Integer Linear Programming (ILP) problem. However, the variants with the neighborhoods are not well suitable for the ILP, as the particular waypoints can be arbitrarily selected from the neighborhood represented by a disk. Moreover, it is possible that a single waypoint allows to collect rewards from several locations. The proposed SOM-based approach is capable of solving all the introduced problems: OP, OPN, TOP, and TOPN in a single unifying way. Its performance is compared with existing heuristic in standard benchmarks for the OP and TOP. Besides, selected instances of the benchmarks are considered with the non-zero communication radius \( \delta \) to demonstrate a solution of the OPN and TOPN.

IV. WInner Selection in Self-Organizing Maps for Routing Problems with Neighborhoods

The key idea of the SOM for routing problems with neighborhoods is that during the selection of the winner node, it is also determined the particular waypoint from the neighborhood of the sensor location. The winner selection used for solving orienteering problems is based on the growing self-organizing map for the PC-TSPN introduced in [13]. Therefore, the main idea of the winner selection is briefly described in this section to provide an overview of the fundamental concepts to the readers, not familiar with [13]. The idea follows the standard SOM for the TSP which is a two-layered neural network. The input layer serves for presenting the sensor locations (cities) and the output layer is organized into an array of neurons. The neuron weights share the space with the input, and thus the connected neurons form a ring in the input space, see Fig. 1. Having \( M \) neurons \( \mathcal{N} = \{\nu_{1}, \ldots, \nu_{M}\} \), the winner neuron is determined as the best matching neuron \( \nu^{*} \) for the currently presented location \( s_{i} \) to the input of the network. In a regular SOM for the TSP, e.g., [29], the winner neuron \( \nu^{*} \) is determined as the closest neuron to \( s_{i} \):

\[
\nu^{*} = \arg\min_{\nu \in \{\nu_{1}, \ldots, \nu_{M}\}} |(\nu, s_{i})|. \tag{5}
\]

Even though this seems to be a suitable choice for the ordinary TSP with a fixed number of locations (cities) visited by the final route, it is not suitable for the routing variants in which a subset of the given locations are selected, like in the PC-TSPN or the addressed orienteering problems.

In [13], the authors consider the ring of the connected neurons as a sequence of straight line segments and expected location of the winner neuron is determined as the closest point \( p_{s} \) of the ring to the presented location \( s \), see Fig. 2a. The point \( p_{s} \) is determined prior the selection of the winner neuron and the actual winner neuron is determined only if the adaptation of the network is performed, e.g., the conditional adaptation in the PC-TSPN [13] or considering the limited travel budget in the OP [16]. Once \( p_{s} \) is determined, the winner neuron for \( s \) is selected as an existing neuron with the weights identical to \( p_{s} \) or a new neuron is created between the particular neurons corresponding to the segment endpoints and the weights of the new neuron are set to be identical to \( p_{s} \).
If data from $s$ can be remotely collected using a wireless communication, it is not necessary to visit a particular location $s$, and therefore, the point $p_s$ is used to determine an alternate location $p'$ at which data can be reliably read from $s$. The point $p'$ is an intersection point of the straight line segment $(p_s,s)$ and the disk with the radius $\delta$ centered at $s$. Then, such a point $p'$ is used as an alternate location towards which the network is adapted instead of $s$. If $p_s$ is already inside the disk, the data from $s$ can be retrieved from $p_s$, and thus only a new neuron is added to the network and the network is not adapted towards $s$ [16].

Notice the described winner selection may create a new neuron with the weights set to $p_s$. To avoid only increasing the number of neurons in the network, the neurons not selected as winners in the current learning epoch (defined as a presentation of all sensor locations $S$ to the network) are deleted at the end of each learning epoch. Thus, the number of neurons is adapted to the currently selected subset of $S$ during the learning.

The ideas of the conditional adaptation and determination of the weights of the expected winner neuron are used in the proposed novel SOM for the OP. The idea of the alternate location (shown in Fig. 2b) is used in the OPN. The both ideas are further developed in the proposed new adaptation procedure presented in the next section.

V. PROPOSED SELF-ORGANIZING MAP FOR ORIENTEERING PROBLEMS

The proposed unsupervised learning to address challenges arising in solving orienteering problems builds on the previous work on SOM for the PC-TSPN [13], OP [16], and its application in active perception [15]. The crucial property of the network for orienteering problems is to satisfy the travel budget constraint, and thus the network is not adapted if the tour represented by the network would violate the constraint. Besides, the learning should prefer adaptation to locations with higher rewards. In this paper, we propose to weight the power of the adaptation according to the reward associated with the location, which addresses the main drawback of the previous approaches [15], [16] that duplicate the sensor locations, and thus increase computational complexity of the learning.

The conditional adaptation is achieved by the determination of the neuron weights for the possible winner neuron as the point $p_s$ (visualized in Fig. 2). The determination of the neuron weights is further developed to support an escape from local optima. The original idea of the SOM for the OP [16] uses only the conditional adaptation solely based on the length of the tour represented by the ring after such an adaptation that is supposed to be shorter than the travel budget $T_{max}$. Once the network represents a tour that is close to the travel budget, such a network is unlikely adapted to other locations and the learning is stuck in local optima.

The herein proposed procedure considers ideas of insertion heuristics in which a location with the lowest reward or a location that mainly contributes to the length of the route are deleted in benefit of newly added location to the route. In the network adaptation, the corresponding neuron to such a location is removed from the network instead of the sensor location itself as in insertion heuristics. However, such a modification of the network still may not be enough to allow the adaptation due to the travel budget constraint. Therefore the configuration of the network is saved prior the determination of neuron weights of the expected winner (i.e., the point $p_s$). If the network is not adapted because of $T_{max}$, all modifications of the network performed during the determination of $p_s$ are reverted back to the state before $p_s$ selection and the learning proceeds with the next sensor location. The proposed unsupervised learning based on these ideas is summarized in the rest of this section.

In the proposed SOM learning, all sensor locations $S = \{s_1, \ldots, s_n\}$ are presented to the network in a single learning epoch. Then, the learning gain $G$ is updated according to the gain decreasing rate $\alpha$. The adaptation uses the determination of the point $p_s$ as the neuron weights of the expected winner. The determination may modify the network, and thus the state of the network as a sequence of the neuron weights $N = \{\nu_1, \ldots, \nu_M\}$ is saved and it is eventually reverted to that state if the adaptation is not performed because of the travel budget $T_{max}$. The winner neuron $\nu^*$ is adapted towards the presented location $s$ together with its neighboring neurons in the $d$ neighborhood (counted as the number of neurons in the ring) according to the neighboring function $f(G,d)$:

\[
f(G,d) = \begin{cases} 
\exp\left(-\frac{d^2}{2\sigma^2}\right) & \text{for } d < 0.2M \\
0 & \text{otherwise}
\end{cases}
\]

where $G$ is the learning gain and $M$ is the current number of the neurons in the ring. The learning procedure is as follows:

- **Initialization:**
  1. Initialize the network as $N = (\nu_1, \nu_{end})$ with two neurons $\nu_1$ and $\nu_{end}$ that are located at $s_1$ and $s_n$. The neurons represent the requested start and end locations of the tour. These neurons are never removed nor adapted during learning. They define the ring end points.
  2. The learning parameters are initialized to the following values: the learning gain $G = 10$, the default learning rate $\mu = 0.6$, and the gain decreasing rate $\alpha = 0.1$.
  3. Determine the maximal reward $R_{max} = \arg\max_{s \in S} s(s)$.
  4. Set the current best found solution $T = (s_1, s_n)$ and its sum of rewards $R = 0$ because $\zeta_1 = \zeta_n = 0$.
  5. Set the learning epoch counter $i$ to $i = 1$.

- **Learning epoch:**
  6. Randomize the sensor locations $S = \{s_1, \ldots, s_n\}$ except $s_1$ and $s_n$; $\Pi \leftarrow \text{permute}(S \setminus \{s_1, s_n\})$.
  7. For each $s \in \Pi$:
    a) Save the current network $N' \leftarrow N$.
    b) $(N', p_s) \leftarrow \text{winner_weights}(s, N', T_{max}, i)$.

\[\text{In fact, it is implemented as saving changes to the network and reverson to the previous state by applying inverse changes, which is more computationally efficient than saving the whole network.}\]
c) If \( p_s \) has identical coordinates with \( \nu_1 \) or \( \nu_{end} \) mark the respective neuron as the winner neuron in the current epoch \( i \).
d) For \( p_s \) lying on the ring, determine the first previous winner \( \nu_p \) (in the direction towards \( \nu_1 \)) and the first next winner \( \nu_n \) (in the direction towards \( \nu_{end} \)) from \( p_s \).
e) Let a tour represented by the current winner neurons of \( N \) be \( T_{win} \) and its length be \( L_{T_{win}} \). The expected length of the tour represented by the ring after a possible adaptation can be expressed as
\[
L_{T_{win}} - |(s_{\nu_p}, s_{\nu_n})| + |(s_{\nu_p}, s)| + |(s, s_{\nu_n})| \leq T_{max}, \quad (7)
\]
where \( s_{\nu_p} \) and \( s_{\nu_n} \) are the associated sensor locations to the winners \( \nu_p \) and \( \nu_n \), respectively.

\[\triangleright\] Conditional Adapt:
f) If (7) holds Then
- Create a new neuron \( \nu^* \) with the weights identical to \( p_s \) and insert it to \( N \) at the position corresponding to the particular edge connecting the neurons, see Fig. 2b.
- Adapt \( \nu^* \) and its neighboring neurons to \( s \) using the neighboring function (6), i.e., for each neuron \( \nu \) in the \( d \) neighborhood of \( \nu^* \) adjust the values of \( \nu \) according to new weights \( \nu' \)
\[

\nu' = \nu + R_s \mu_f(G, d)(s - \nu), \quad (8)
\]
where \( R_s \) is the ratio of the reward of \( s \) and \( R_{max} \), i.e., \( R_s = \varsigma(s)/R_{max} \). Avoid adaptation to \( \nu_1 \) and \( \nu_{end} \).
- Associate \( s \) with \( \nu^* \) and mark \( \nu^* \) to be one of the winner neurons in the current epoch \( i \).
g) Else
- Revert the network to the state before the determination of the point \( p_s \), i.e., \( N \leftarrow N' \).
h) End - conditional adaptation.

\[\triangleright\] Update: (at the end of each learning epoch):
8) Remove all non-winner neurons from the ring \( N \).
9) Update learning parameters: \( G \leftarrow G(1 - \alpha) \), \( i \leftarrow i + 1 \).
10) If the tour \( T_{win} \) represented by the current winners in \( N \) provides higher sum of the rewards than the best solution found so far, update the solution \( T \leftarrow T_{win} \) and its collected rewards \( R \leftarrow \sum_{s_i \in T} \varsigma(s_i) \).
11) If the number of learning epochs \( i \) reaches the limit \( i_{max} \), stop the learning; otherwise go to Step 6.

The adaptation procedure iteratively determines the point \( p_s \) and creates a new neuron with the weights set to \( p_s \) that is then adapted towards the currently presented sensor location \( s \). After each learning epoch, the non-winner neurons are removed and additional neurons can be removed from the network in the \texttt{winner_weights()} procedure to further support the adaptation of the network to \( s \) while still preserve the travel budget constraint. Thus, the number of neurons \( M \) in the ring never exceeds the number of sensor locations \( n \).

Procedure \texttt{winner_weights}(s, N, T_{max}, i):

1) Get all neurons marked as winners in the epoch \( i \)
\[ N_{\text{win}} \leftarrow \text{winners}(N \setminus \{\nu_1, \nu_{end}\}, i). \]
2) Let each winner \( \nu \in N_{\text{win}} \) has associated sensor location \( s_\nu = s(\nu) \) with the reward \( \varsigma_\nu = \varsigma(s_\nu) \).
3) Determine the winner \( \nu_f \) which has the longest distance to its associated location \( s_\nu \), i.e.,
\[ \nu_f = \argmax_{\nu \in N_{\text{win}}} |(\nu, s_\nu)| . \quad (9) \]
4) Determine the winner \( \nu_l \) which associated sensor location \( s_\nu \) has the lowest reward, i.e.,
\[ \nu_l = \argmin_{\nu \in N_{\text{win}}} \varsigma(s_\nu). \quad (10) \]
5) Determine the closest point \( p_s \) of the ring \( N \) to the location \( s \) as in Fig. 2a.
6) If the expected route length after adapting a winner node created at the location \( p_s \) would be longer than \( T_{max} \)
   - If \( \varsigma(s_\nu) < \varsigma(s) \) and \( |(\nu_f, s_\nu)| > |(p_s, s)| \) then remove \( \nu_f \) from the ring \( N \leftarrow N \setminus \{\nu_f\} \).
   - If \( \varsigma(s_\nu) < \varsigma(s) \) and \( |(\nu_l, s_\nu)| > |(p_s, s)| \) then remove \( \nu_l \) from the ring \( N \leftarrow N \setminus \{\nu_l\} \).
7) \text{return}(N, p_s).

Fig. 3. The procedure to determine the point \( p_s \) as the expected weights of the winner neuron for the sensor location \( s \) in the current ring \( N \). The procedure may change \( N \) to respect the travel budget \( T_{max} \).

The procedure \texttt{winner_weights()} is depicted in Fig. 3. It searches for a neuron \( \nu_f \) from the winner neurons of the current epoch \( N_{\text{win}} \) such that \( \nu_f \) is the farthest neuron from its associated sensor location and a neuron \( \nu_l \) in \( N_{\text{win}} \) that is associated with the sensor location with the lowest reward. Then, if the adaptation to \( s \) using a new winner at \( p_s \) would exceed the budget \( T_{max} \) the neurons \( \nu_f \) and \( \nu_l \) are removed from the network to shorten the tour represented by the ring, but only if the current location \( s \) would add a higher reward to the tour than the locations associated to \( \nu_f \) or \( \nu_l \).

Even though the proposed adaptation originates from [16], its main advantages are that it does not need the duplication of the locations from \( S \) and it also keeps the number of neurons lower than the original procedure [16]. The performance of the proposed adaptation procedure is empirically evaluated in Section VI where it is compared with the previous SOM for the OP and also with other existing heuristic approaches.

A. SOM for the Orienteering Problem with Neighborhoods

In the case the data from a sensor location \( s \in S \) can be retrieved within the communication radius \( \delta \), an alternate location \( p' \) at which data can be read from \( s \) is determined from the point \( p_s \) and the disk with radius \( \delta \) centered at \( s \), see Fig. 2b. Such a point \( p' \) is then used as the alternate location instead of the sensor location \( s \) in the adaptation procedure described in the previous section, i.e., \( s \) becomes \( p'(s \sim p') \). The ring is adapted towards \( p' \) and the ring itself is the data collection path. Therefore, \( p' \) is used in the conditional deletion
of $\nu_f$ and $\nu_l$ in the procedure $\text{winner\_weights()}$ in Fig. 3. The point $p'$ is also used (instead of $s$) in the adaptation condition (7) and the adaptation itself (8). Because all non-winner neurons are removed from the network at the end of each learning epoch, the requested data collection path is retrieved from the sequence of the winners as a sequence of the associated alternate locations $p'$. The main benefit of non-zero communication radius $\delta$ is in saving the travel cost, and thus a higher sum of the collected rewards can be expected for a solution of the OPN with $\delta > 0$ with the same $T_{max}$ as for the ordinary OP.

B. SOM-based Solution of the Team Orienteering Problems

The TOP can be addressed by creating an individual ring for each vehicle. Then, the rings can compete to be selected for the adaptation towards the particular $s$ according to the ratio of the current length of the tour represented by the ring and the travel budget as in [15]. However, for dense problems with a high number of locations, the individual rings become quickly saturated and the tour lengths would be quickly close to the travel budget $T_{max}$. Another alternative can be a greedy selection of the ring for the adaptation based on the highest ratio of the gained reward to the expected tour length.

In an early evaluation of the both aforementioned approaches, such a competitive SOM provides relatively poor performance and the total collected reward is only slightly increasing with increasing the number of vehicles. Therefore, an incremental approach is rather evaluated in this paper and the TOP with $m$ vehicles is solved as a sequence of the $m$ OP instances. For each individual vehicle $r \in \{1, \ldots, m\}$, sensor locations visited by the solution of the OP for one vehicle are not considered in the consecutive solution for the next vehicle.

The same approach is also used for the Orienteering Problem with Neighborhoods (TOPN), where individual solutions are based on the above proposed SOM-based solution to the OPN. Empirical results of this naive SOM-based approach to the TOP and TOPN are reported in Section VI.

C. Computational Complexity

The computational complexity of the proposed learning procedure depends on the number of locations $n$ and the number of neurons in the ring. The number of neurons is proportional to the number of locations and it is $M \leq n$. In each learning epoch, one winner neuron is eventually determined for each sensing location from up to $n$ existing neurons in the ring, and thus the time complexity of a single epoch can be bounded by $O(n^2)$. In the case of the TOP, we consider up to $m$ individual rings, but the total number of neurons among the rings cannot exceed $n$ (except the path endpoints), and therefore, the time complexity of a single learning epoch can be bounded by $O(n(n+m))$. The variants with neighborhoods only slightly increase the computational time as it contains only the additional determination of the point $p'$; hence, the time complexity of a single learning epoch can also be bounded by $O(n^2)$ and $O(n(n+m))$, respectively.

VI. RESULTS

The proposed SOM adaptation for orienteering problems has been evaluated using the existing benchmarks for the OP and TOP [6]. The evaluation methodology follows the results in [16] where the first systematic evaluation of the SOM-based approach to the OP has been presented. Here, the novel SOM-based approach denoted Proposed SOM is compared with the previous approach denoted SOM-OP [16].

Both SOM approaches are relatively computationally inexpensive, and therefore, the maximal number of learning epochs is set to $i_{max} = 500$. Besides, they are also stochastic search procedures, and thus each particular problem instance is solved 50 times. The results for the other algorithms are solutions reported in the literature, and thus they represent a single trial.

The algorithm performance is evaluated using the relative percentage error (RPE) defined as relative error between the reference value $R_{ref}$ and the best found solution $R$ over the performed trials [25], [26], where $R_{ref}$ is the highest reward of the best known solution of the particular instance reported in the literature [26], [9], [6]. The RPE is computed as $RPE = (R_{ref} - R) / R_{ref} \cdot 100$. The robustness of the algorithm over the performed trials is shown as the average relative percentage error (ARPE) [26], i.e., $\text{ARPE} = (R_{ref} - R_{avg}) / R_{ref} \cdot 100$.

Due to limited space, aggregated results are presented as the respective average values of the RPE and ARPE of the solved problem instances for a particular problem set. Aggregated indicators are denoted RPE and ARPE, respectively. The required computational time is reported as the average time needed to solve a single trial. The standard deviations of the time are below 5%, and therefore, they are omitted from the presentation. The SOM algorithms have been implemented in C++ and executed within the computational environment using a single core of the iCore7 CPU running at 4 GHz.

A. Results for the Orienteering Problem

The evaluation of the Orienteering Problem (OP) has been performed using the problem instances proposed by Tsiligirides in [2] (the problems Set 1, Set 2, and Set 3) and problems proposed by Chao et al. in [18] that are available at [17] as the Set 64 and Set 66. In total, 89 different instances of the OP with various budgets have been solved. Regarding the previous evaluation presented in [16], we consider only the heuristic approach [18] denoted by the CGW, as the representative state-of-the-art heuristic for the OP. All aggregated results per particular problem set are depicted in Table VI-A, where the last column $\text{Speedup}$ denotes how many times is the newly proposed SOM algorithm faster than the SOM-OP [16].

The results indicate that overall the proposed algorithm provides improved or similar results to the SOM-OP [16] but it is always significantly faster. More detailed results for problem instances of the Set 64 and Set 66 are presented in Table II and Table III, respectively. It can be observed that the proposed approach provides even better results than heuristics CGW in few cases but almost always better results than the previous SOM approach [16]. Solutions of the selected problems and their further improvement for $\delta > 0$ are visualized in Fig. 5.
### Table I
**Aggregated Results for the OP**

<table>
<thead>
<tr>
<th>Set</th>
<th>CGW [18]</th>
<th>SOM-OP [16]</th>
<th>Proposed SOM</th>
<th>Speedup ×</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RPE</td>
<td>RPE</td>
<td>ARPE</td>
<td>CPU</td>
</tr>
<tr>
<td>Set 1</td>
<td>0.10</td>
<td>0.25</td>
<td>2.45</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.05</td>
</tr>
<tr>
<td>Set 2</td>
<td>0.92</td>
<td>0.92</td>
<td>1.94</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.10</td>
</tr>
<tr>
<td>Set 3</td>
<td>0.33</td>
<td>2.76</td>
<td>6.25</td>
<td>1.55</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.29</td>
</tr>
<tr>
<td>Set 64</td>
<td>0.33</td>
<td>2.76</td>
<td>6.25</td>
<td>1.55</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.29</td>
</tr>
<tr>
<td>Set 66</td>
<td>0.41</td>
<td>2.08</td>
<td>6.11</td>
<td>1.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5.25</td>
</tr>
</tbody>
</table>

### Table II
**Solutions of the OP for Instances from Set 64**

<table>
<thead>
<tr>
<th>$T_{\text{max}}$</th>
<th>CGW</th>
<th>SOM-OP</th>
<th>Proposed SOM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RPE</td>
<td>RPE</td>
<td>ARPE</td>
</tr>
<tr>
<td>15</td>
<td>0.00</td>
<td>0.00</td>
<td>96.7</td>
</tr>
<tr>
<td>20</td>
<td>0.00</td>
<td>0.00</td>
<td>475.2</td>
</tr>
<tr>
<td>25</td>
<td>0.00</td>
<td>0.00</td>
<td>61.5</td>
</tr>
<tr>
<td>30</td>
<td>0.00</td>
<td>3.80</td>
<td>891.1</td>
</tr>
<tr>
<td>35</td>
<td>0.00</td>
<td>1.05</td>
<td>62.1</td>
</tr>
<tr>
<td>40</td>
<td>0.00</td>
<td>4.36</td>
<td>8.45</td>
</tr>
<tr>
<td>45</td>
<td>0.00</td>
<td>6.62</td>
<td>10.69</td>
</tr>
<tr>
<td>50</td>
<td>0.00</td>
<td>6.67</td>
<td>10.25</td>
</tr>
<tr>
<td>55</td>
<td>0.00</td>
<td>4.88</td>
<td>10.67</td>
</tr>
<tr>
<td>60</td>
<td>1.69</td>
<td>4.52</td>
<td>9.36</td>
</tr>
<tr>
<td>65</td>
<td>1.01</td>
<td>5.44</td>
<td>613.5</td>
</tr>
<tr>
<td>70</td>
<td>0.00</td>
<td>3.55</td>
<td>78.4</td>
</tr>
<tr>
<td>75</td>
<td>0.00</td>
<td>1.97</td>
<td>3.61</td>
</tr>
<tr>
<td>80</td>
<td>0.00</td>
<td>1.74</td>
<td>537.3</td>
</tr>
</tbody>
</table>

*The reported computational times are in milliseconds.

### Table III
**Solutions of the OP for Instances from Set 66**

<table>
<thead>
<tr>
<th>$T_{\text{max}}$</th>
<th>CGW</th>
<th>SOM-OP</th>
<th>Proposed SOM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RPE</td>
<td>RPE</td>
<td>ARPE</td>
</tr>
<tr>
<td>15</td>
<td>0.00</td>
<td>0.00</td>
<td>967.1</td>
</tr>
<tr>
<td>20</td>
<td>4.88</td>
<td>1.76</td>
<td>558.3</td>
</tr>
<tr>
<td>25</td>
<td>0.00</td>
<td>0.00</td>
<td>866.4</td>
</tr>
<tr>
<td>30</td>
<td>0.00</td>
<td>9.20</td>
<td>999.3</td>
</tr>
<tr>
<td>35</td>
<td>1.08</td>
<td>7.96</td>
<td>1128.3</td>
</tr>
<tr>
<td>40</td>
<td>0.00</td>
<td>5.22</td>
<td>1125.3</td>
</tr>
<tr>
<td>45</td>
<td>0.00</td>
<td>11.65</td>
<td>1326.4</td>
</tr>
<tr>
<td>50</td>
<td>0.00</td>
<td>11.71</td>
<td>1390.3</td>
</tr>
<tr>
<td>55</td>
<td>0.00</td>
<td>11.07</td>
<td>1396.8</td>
</tr>
<tr>
<td>60</td>
<td>0.00</td>
<td>11.85</td>
<td>1411.5</td>
</tr>
<tr>
<td>65</td>
<td>1.02</td>
<td>9.18</td>
<td>1423.3</td>
</tr>
<tr>
<td>70</td>
<td>2.00</td>
<td>9.23</td>
<td>1413.9</td>
</tr>
<tr>
<td>75</td>
<td>0.00</td>
<td>9.54</td>
<td>1035.1</td>
</tr>
<tr>
<td>80</td>
<td>0.94</td>
<td>9.09</td>
<td>1383.8</td>
</tr>
<tr>
<td>85</td>
<td>0.00</td>
<td>7.79</td>
<td>1346.9</td>
</tr>
<tr>
<td>90</td>
<td>0.00</td>
<td>8.00</td>
<td>1305.7</td>
</tr>
<tr>
<td>95</td>
<td>1.08</td>
<td>6.66</td>
<td>1252.1</td>
</tr>
<tr>
<td>100</td>
<td>2.05</td>
<td>3.41</td>
<td>1193.4</td>
</tr>
<tr>
<td>105</td>
<td>0.66</td>
<td>3.29</td>
<td>1126.6</td>
</tr>
<tr>
<td>110</td>
<td>0.00</td>
<td>1.29</td>
<td>1061.4</td>
</tr>
<tr>
<td>115</td>
<td>0.00</td>
<td>2.75</td>
<td>989.7</td>
</tr>
<tr>
<td>120</td>
<td>0.00</td>
<td>1.38</td>
<td>909.9</td>
</tr>
<tr>
<td>125</td>
<td>0.90</td>
<td>1.04</td>
<td>739.4</td>
</tr>
<tr>
<td>130</td>
<td>0.00</td>
<td>0.32</td>
<td>505.7</td>
</tr>
</tbody>
</table>

*The reported computational times are in milliseconds.

### B. Results for the Orienteering Problem with Neighborhoods

The performance of the SOM-based solvers to the OPN is evaluated using standard benchmarks for the OP but with non-zero communication radius $\delta$. The average collected rewards from 50 trials of the selected problems are depicted in Fig. 4. As expected, allowing to collect rewards within the $\delta$ distance saves the travel cost, and thus more rewards are collected. The proposed SOM provides outstanding results in the problem Set 66 with the travel budget $T_{\text{max}} = 60$, but it can be noticed that for Set 3 and $T_{\text{max}} = 50$, the new proposed approach provides a bit worse results for the communication radius $\delta = 1.0$, albeit it provides better results for zero communication radius. This is probably caused by a far location that may add

### Fig. 4
Average sum of the collected rewards with increasing communication range $\delta$. The standard deviations are showed as error bars and in some cases, a significant reward to the solution. In the proposed approach, such a location can be preferred at the early epochs and then, it is never removed because of its high reward.

### C. Results for the Team Orienteering Problem

The proposed SOM-based solver for the TOP has been evaluated in available datasets [17] and compared with the results published in [9] with various numbers of locations, budgets, and numbers of vehicles. The number of the evaluated problem instances is 148, and thus to report on evaluation within the limited space, the results are aggregated using the RPE and ARPE indicators for which the reference value is the best known solution reported in [9], [26]. The selected approaches for comparison is one of the first heuristic CGW [8], the tabu search and VNS-based approaches proposed in [9], and one of the latest approach PSO inspired algorithm [26] denoted the PSOiA. The results are reported in Table IV, where the first column denotes a set of datasets with various budgets with the following notation. The first number denotes the problem set, i.e., Set 4, Set 5, etc., see [17], and the second number denotes the number of vehicles. The particular TOP instances for the individual budgets are selected according to the available results for CGW, TABU, VNS, and PSOiA approaches reported in [9], [26]. For example the problem set p4.4 represents problem instances of the Chao’s Set 4 with 4 vehicles and with 16 different budget values from the range $20 \leq T_{\text{max}} \leq 60$, see [9], [26], [17] for further
Set 66, $T_{\text{max}}=60$, $\delta=0.0$, $R=885$
Set 66, $T_{\text{max}}=95$, $\delta=0.0$, $R=1370$
Set 66, $T_{\text{max}}=60$, $\delta=1.0$, $R=1495$
Set 64, $T_{\text{max}}=45$, $\delta=1.5$, $R=1344$

Fig. 5. Selected solutions of the Orienteering Problem (OP) and Orienteering Problem with Neighborhoods (OPN) found by the proposed SOM-based approach

<table>
<thead>
<tr>
<th>Set</th>
<th>CGW_RPE</th>
<th>TABU_RPE</th>
<th>VNS_RPE</th>
<th>PSOIA_RPE</th>
<th>Proposed SOM_RPE</th>
<th>ARPE</th>
<th>CPU [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>p4.2</td>
<td>4.53</td>
<td>0.89</td>
<td>0.12</td>
<td>0.00</td>
<td>4.92</td>
<td>9.14</td>
<td>76.7</td>
</tr>
<tr>
<td>p4.3</td>
<td>4.45</td>
<td>0.36</td>
<td>0.06</td>
<td>0.00</td>
<td>5.03</td>
<td>8.90</td>
<td>52.8</td>
</tr>
<tr>
<td>p4.4</td>
<td>4.38</td>
<td>0.19</td>
<td>0.20</td>
<td>0.01</td>
<td>4.88</td>
<td>8.39</td>
<td>40.7</td>
</tr>
<tr>
<td>p5.2</td>
<td>0.92</td>
<td>0.04</td>
<td>0.09</td>
<td>0.00</td>
<td>3.63</td>
<td>7.96</td>
<td>41.0</td>
</tr>
<tr>
<td>p5.3</td>
<td>1.11</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>2.67</td>
<td>6.04</td>
<td>30.8</td>
</tr>
<tr>
<td>p5.4</td>
<td>2.32</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.22</td>
<td>4.18</td>
<td>25.8</td>
</tr>
<tr>
<td>p6.2</td>
<td>1.17</td>
<td>0.18</td>
<td>0.00</td>
<td>0.00</td>
<td>4.56</td>
<td>7.88</td>
<td>48.4</td>
</tr>
<tr>
<td>p6.3</td>
<td>0.80</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.90</td>
<td>5.80</td>
<td>29.5</td>
</tr>
<tr>
<td>p6.4</td>
<td>0.43</td>
<td>1.65</td>
<td>1.65</td>
<td>1.65</td>
<td>2.63</td>
<td>6.64</td>
<td>20.8</td>
</tr>
<tr>
<td>p7.2</td>
<td>1.38</td>
<td>0.19</td>
<td>0.03</td>
<td>0.00</td>
<td>4.21</td>
<td>9.32</td>
<td>60.3</td>
</tr>
<tr>
<td>p7.3</td>
<td>2.48</td>
<td>0.40</td>
<td>0.13</td>
<td>0.00</td>
<td>3.53</td>
<td>6.90</td>
<td>44.1</td>
</tr>
<tr>
<td>p7.4</td>
<td>4.42</td>
<td>0.37</td>
<td>0.03</td>
<td>0.00</td>
<td>3.23</td>
<td>5.89</td>
<td>31.8</td>
</tr>
</tbody>
</table>

TABLE IV
AGGREGATED RESULTS FOR THE TOP

Details. The columns TABU and VNS denote results for the GEN_TABU_FEASIBLE and SLOW VNS_FEASIBLE approaches reported in [9], respectively.

The presented results indicate that the proposed SOM-based incremental solution of the TOP as a series of consecutive solutions of the OP does not compete with the computationally expensive metaheuristic such as the TABU and VNS based algorithms and currently the best performing PSOiA [26]. On the other hand, in few cases, the SOM-based approach provides competitive (or slightly better) results than the heuristic approach CGW proposed by Chao et al. in [8]. Regarding the required computational time, a solution of a single trial is found in tens of milliseconds, which is far faster than the required computational times reported in [9], which are hundreds of seconds. The reporting times for the PSOiA are in tens of seconds using dual-core processor with frequency around 2.5 GHz. Even though the reported times of the previous approaches [9], [26] are for slower computers, the SOM is about four orders of magnitude faster and it can be expected it would be still faster even on that computers.

Due to lack of the standard benchmarks for the TOP with Neighborhoods (TOPN), the ability of the proposed SOM-based approach to solve TOPN instances is demonstrated in Fig. 6, where increased rewards gained for $\delta>0$ are reported.

D. Discussion

The presented results indicate that the novel unsupervised learning procedure improves the performance of the SOM-based solution to the OP and OPN in comparison to the previous approach [16] while it is also significantly less computationally demanding. Regarding the motivational scenario of robotic data collection missions, the formulation of the problem as the OPN provides additional benefit in increased collected rewards for the same travel budget. However, the results indicate that in some cases, the previous SOM solver [16] provides better results, e.g., for Set 3 in Fig. 4. By a detailed analysis of the found paths, it is caused by the preference of the far locations with a relatively high reward in the new SOM procedure, while the previous SOM-based stochastic search [16] is able to escape from such a local optimum. This observation motivates us to further consider the SOM-based solution as a construction heuristic and improve solutions by evolutionary techniques, e.g., as in the memetic approach for the TSP presented in [30].

The proposed incremental approach to the TOP as a solution of a sequence of OP instances provides a feasible solution; however, the solution quality does not compete to the existing heuristic algorithms. On the other hand, the proposed SOM approach provides a solution of the TOPN, which is more suitable problem formulation for data collection using wireless communication than the ordinary TOP.

VII. CONCLUSION

In this paper, a novel unsupervised learning is proposed to solve orienteering problems by principles of self-organizing maps. The proposed approach builds on the previous work on SOM for the TSPN, OP, and OPN. Regarding the presented results based on standard benchmarks for the OP, the proposed approach provides competitive solutions to the previous SOM-based solutions while it is significantly faster and solutions are provided in tens of milliseconds using conventional computational resources. Moreover, the approach has been generalized to the Team Orienteering Problem and its variant with neighborhoods. Even though the proposed SOM-based approach
does not compete with the existing heuristics for the TOP, it provides solutions very quickly. In addition, the proposed approach is able to directly utilize a non-zero communication radius, and thus it may find solutions with higher rewards than demanding metaheuristics for the OP and TOP without considering the neighborhoods. Therefore the proposed SOM-based approach can be considered as a construction heuristic and combined with evolutionary techniques and existing metaheuristics to improve solution not only in the OP and TOP but mainly in orienteering problems with neighborhoods which are suitable formulations for robotic information gathering scenarios with single or fleet of robotic vehicles.
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