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Abstract—This paper presents an application of three soft computing techniques – ant colony optimisation, genetic algorithm, and neural networks to rescue operation planning. It considers the task as the multiple travelling salesmen problem and proposes suitable heuristics in order to improve the performance of the selected techniques. Then it applies the implemented solutions to a real data. The paper concludes with comparison of the implementations and discussion on the aspects of the utilisation of the proposed heuristics.

I. INTRODUCTION

Recently, significant research initiatives have been undertaken, that specifically focus on the problem of developing systems to support search and rescue operations mainly in urban environments. The aim of these operations is activity coordination and planning for a rescue squad in case of emergencies or catastrophes in order to search for injured persons and to review of all specified places.

The main task (searching for survived persons or objects with an unknown position) is in the literature mentioned as the exploration problem: plan a tour for each squad member so that every point in the environment can be visible by at least one member. This problem can be solved in two steps. Locations for sensing (the sites, from which all points of the environment are visible) are found in the first step, followed by finding an optimal strategy how to connect these cities by $m$ squad members. Such a problem can be restated as the Multiple Travelling Salesmen Problem (MTSP): given $N$ cities and $A$ agents, find an optimal tour for each agent so that every city is visited exactly once. A typical criterion to be optimized is the overall time spent by the squad (i.e., the slowest team member) during the task execution. The ability to solve the MTSP in a fast and optimal way therefore plays an important role in the rescue scenario.

During the last decade, a large number of applications of ant colony optimisation (ACO), genetic algorithms (GA), and neural networks (NN) to the combinatorial problems, in particular the TSP, were published, showing that the techniques are capable of solving those problems, see [6], [2].

Next section briefly introduces ACO and GA and describes implementations with heuristics designed for solving MTSP. Moreover, our solution based on self-organising NN is presented. The experiments on real data are presented in Section III. The paper concludes with discussion on the performance of the used techniques.

II. APPLIED SOFT COMPUTING TECHNIQUES

A. Hybrid Genetic Algorithm

Genetic algorithms (GAs) are probabilistic search and optimisation techniques, which operate on a population of chromosomes, each representing a potential solution to the given problem [5], [6]. Each chromosome is assigned a fitness value expressing its quality. Such a population is evolved by means of reproduction and recombination operators in order to breed near optimal solutions. The evolution is running until some termination-condition is fulfilled and the fittest chromosome encountered during the evolution is returned as the found solution.

Representation. In our work we chose the natural path representation [6] for encoding the agents tours in the form of the linear string. This means that the tour is represented by a sequence of integer numbers, where each number represents the name of the city and the order of numbers is the order of cities in the tour. Here we consider the number of agents $A$ to be greater than one, so the complete plan should represent $A$ tours. This is simply ensured so that the starting city receives $A$ copies in each legally structured chromosome.

Crossover and Mutation. We used the edge recombination crossover operator introduced in [7]. This operator is based on the fact that the links between cities represent an important information that should be transferred from parental solutions to their offspring. Thus the operator builds the offspring so that it tries to use as much of the links present in the parents as possible.

Besides the mutation involved in the crossover operation we used a mutation operator as well. The operator finds a sequence of cities within the whole plan by random and applies the inversion operation on it.

Single Tour Optimisation – STO. GAs have been shown to be powerful optimisation techniques. However when using GAs for any problem one should try to incorporate the
knowledge of the problem into the GA as much as possible. In this work we use techniques for local optimisation of the plan. The single tour optimisation takes as an input the set of \( N \) cities assigned to one agent and generates the optimised tour through the cities as follows:

1. Sort the cities according to their distance from the depot in ascending order and store them in array \( C_{i}^{N} \). The depot is \( C_{1} \).
2. Take the first two cities (the closest to the depot) and make the tour \( C_{1}C_{2}C_{3} \).
3. Set the counter of used cities to \( k = 3 \).
4. Calculate the length of the partial tour.
5. If \( k == N \) then end.
6. Take the next unused city \( next = C_{k+1} \).
7. For all links \( C_{i}C_{j} \) present in the partial tour calculate the added value

\[
AV = dist(C_{i}, next) + dist(C_{j}, next) - dist(C_{i}, C_{j}),
\]

where \( dist(\cdot) \) is a distance between two points.
8. Insert the city \( next \) into the tour in between cities \( C_{i} \) and \( C_{j} \), for which the added value is minimal.
9. Increment the counter \( k \).

Note that this algorithm does not guarantee finding an optimal tour through the given set of cities so the tour generated by the algorithm is accepted only if it is shorter than the original tour.

**Longest Tour Shortening – LTS**. The second optimisation routine used in our implementation tries to shorten the longest tour of the plan. First, it selects some city \( C \) of the longest tour by random. Then it adds the city \( C \) into all other tours using the strategy described in the algorithm above - steps 5.-6. Finally if there exist one or more tours with the node \( C \) such that they are shorter than the original longest tour, then the city \( C \) is removed from the current longest tour and is placed to the tour, which has the shortest length with the city \( C \). Put simply, this routine tries to delegate a part of the load of the most busy agent to some other one.

Note that the changes made by the LTS routine are accepted only if they improve the whole plan. Contrary to that the single tour optimisation routine does not necessarily have to improve the whole plan to be accepted. Its role is to make all the individual tours shorter and possibly without crossings.

**Evaluation Function**. Generally the evaluation function is the only information the GA has to direct the search for promising solutions. So it has to cover all the aspects of the sought solution. In our case we are seeking the plan such that (1) the total time needed to complete all the tours is minimal and (2) all agents must be involved. For evaluation of potential solution \( i \) we used the fitness function defined as follows:

\[
fitness(i) = \frac{max.tour(i) * All.Agents}{Involved.Agents},
\]

where \( max.tour(i) \) is the length of the longest tour of the whole plan \( i \), \( All.Agents \) is the number of agents we want to use, and \( Involved.Agents \) is the number of agents with non-zero length tour in the plan. The goal is to minimise this function. The function is designed so that if two solutions have the longest tour of the same length then the one with more agents involved have smaller fitness value. In other words, the term \( All.Agents/Involved.Agents \) represents a penalty for each agent with zero-length tour in the plan. The term \( All.Agents/Involved.Agents \) pushes the GA towards solutions with all agents involved.

**Evolutionary Model**. We used a genetic algorithm with the steady-state evolutionary model. This means that it operates on a single population. The whole population is randomly initialised first. Then the population is modified through the steps – selection of parents, cross the parents over, and applying the mutation, STO and LTS to the offspring – until the stopping criterion is fulfilled. The currently worst individual of the population is replaced by the newly generated solution in each generational cycle.

**B. Ant Colony Optimisation**

Ant algorithms are multi-agent systems in which the behavior of each single agent called ant is inspired by the behavior of real ants. The basic ant colony optimization (ACO) idea is that a large number of simple artificial agents are able to build good solutions to hard optimization problems via low-level based communications. Real ants cooperate in their search for food by depositing chemical traces (pheromones) on the floor while artificial ants cooperate by using a common memory that corresponds to the pheromone of real ants [3].

**Basic implementation**. The basic implementation (denoted as ACO) is based on proposals and recommendations published in [1], [3]. The problem is approached to the traditional TSP as follows: the depot is duplicated a number of times equal to the number of agents, \( k = 1, \ldots, N + A - 1 \) ants has to visit all the cities exactly once constructing a plan consisting of \( A \) tours. The next city to be visited is selected by a random propositional rule [2] based on the pheromone trails and visibility (reciprocal of the true distance) connected to the individual arcs. The pheromone trails are updated as proposed in [4]. The final plan length used to select the best ant and to update the pheromone trails has to be adjusted to MTSP task. In our implementation it is calculated as follows:

\[
length(k) = max.tour(k) - min.tour(k) + \frac{tour.sum(k)}{2},
\]

where \( max.tour(k) \) and \( min.tour(k) \) are the true lengths of the longest and shortest tours of the plan, \( tour.sum \) is the total length of all the tours. The ant has not only to minimise the longest tour but also optimise distribution of tours among agents and also the rest of the plan in order to update the pheromone trails correctly.

**Heuristic Plan Optimisation**. Hybrid ant colony optimization (hACO) uses the 2-opt-heuristic, which is often applied in TSP like tasks [1]. The heuristics generates a so called 2-optimal tour, i.e., the tour in which there is no possibility to shorten the tour by exchanging two arcs.
The second heuristic applied in hACO is the longest tour shortening described in Section II-A. The resulting hybrid algorithm can be described as follows:

1) For each iteration do:
   a) For each ant \( k = 1, \ldots, N + A - 1 \) placed at different starting city generate a new plan using ACO outlined above.
   b) For each ant improve all tours using the 2-opt heuristic.
   c) For each ant try the random LTS routine once.
   d) Select the best ant and use it to update the pheromone trails (the iteration best strategy).
2) Take the best ant over all the iterations and try the random LTS routine repeatedly until no change appears for \( 2 \times N/A \) trials.

C. Neural networks

Neural networks and competition-based structures especially are widely used for solving optimisation problems. Our approach extends Somhom’s algorithm described in [8]. The idea of the algorithm is to represent a path of each particular agent (salesman) by a ring of neurons, where neighbouring neurons are connected. At each iteration, a nearest neuron to a randomly selected city is determined and together with its neighbours moved closer to the guard. The algorithm can be described as follows:

1) Denote \( N \) as the number of cities, \( \alpha = 0.1 \), and \( A \) the number of agents. \( A \) rings are initially created so that each ring consists of \( M = \frac{2\pi}{\alpha} \) neurons. The neurons are positioned on a small ring equidistantly and one neuron is placed in the depot.
2) Choose a permutation of cities randomly, i.e. \( C_{p_i} \) is \( i \)-th city in the permutation.
3) For each city \( C_{p_i} \) in the permutation do:
   a) Determine the nearest neuron to the \( C_{p_i} \) according to the following rule:
      \[
      N^*_{p_i} = \arg \min_{r,k} \left( \text{dist}(N^*_{p_i}, C_{p_i}) \times \text{weight}(r)^4 \right)
      \]
      where
      \[
      \text{weight}(r) = \frac{\text{length}(r) - \text{AVG}}{\text{AVG}}
      \]
      and \( N^*_{p_i} \) is \( k \)-th neuron on the \( r \)-th ring, \( \text{dist}(...) \) is a distance between two points, \( \text{length}(...) \) is the length of a ring and \( \text{AVG} \) is the average length of a ring.
   b) Adopt coordinates of the winner and its neighbors on the ring \( r \):
      \[
      N^*_{p_i} = N^*_b + \mu f(b,k) \text{dist}(N^*_b, C_{p_i}),
      \]
      where \( \mu = 0.6 \) and \( f(b,k) \) stands for the neighborhood function:
      \[
      f(b,k) = \begin{cases} 
      e^{-\frac{d^2}{2\sigma^2}} & d < 0.2M, \\
      0 & \text{otherwise}
      \end{cases}
      \]
      \[
      d = \min(|b-k|, M - |b-k|),
      \]
      where \( d \) stands for the cardinal distance measured along the ring between neurons \( b \) and \( k \) and \( G \) is a constant initially set to 10.
4) Set \( G = (1 - \alpha)G \).
5) If the convergence criterion is fulfilled then stop, otherwise go to step 2. The criterion can be a maximum distance between city and a nearest neuron to this city. The criterion is satisfied if the distance is smaller than a defined threshold.

Generalization for environments with obstacles. The above-described algorithm gives results comparable to genetic algorithms and ant colonies optimisation. Unfortunately, the algorithm works only in the case that distances between a neuron and a city can be determined effectively. It holds only for environments without obstacles, where the distance is clearly a Euclidean distance.

The situation is more difficult for environments with obstacles (represented by a polygon with holes), because the distance between two points has to be determined with respect to these obstacles. The simplest approach is based on visibility graphs:

1) Let \( C \) is a city and \( \{V_i\} \) for \( i = 1 \ldots N_p \) is a set of vertices of obstacles.
2) Construct a visibility graph of \( \{C\} \cup \{V_i\} \).
3) Use Dijkstra algorithm to compute a shortest path and its length from \( C \) to each vertex \( V_i \). Denote the \( i \)-th path \( P_i \) and its length \( d(CV_i) \).

Using this structure queries "what is the distance of a point \( p \) to \( C \)" (so-called one-point queries) can be answered in \( O(n \log n) \) time:

1) Determine vertices that are visible from point \( p \) and denote them \( V^p = \{V^p_i\} \), where \( i = 1 \ldots N_p \).
2) Furthermore, \( |v_i, p| \) stands for the Euclidean distance of
The SMP is a subdivision of a plane, where boundaries between two cells can be either a portion of straight line or a hyperbolic arc. If we approximate each hyperbolic arc by a polyline (with a defined precision), then a cell can be represented by a polygon. Having a SMP for each city, we can compute the overlay of these subdivisions using standard plane sweep algorithm [9] sequentially:

1. Let $SMP_i$ is a shortest path map with respect to the city $C_i$, $i = 1 \ldots N$ and $S$ stands for a resulting subdivision.
2. $S = C_1$.
3. For $i = 2 \ldots N$ do
   
   $S = S \cup C_i$, where $\cup$ stands for the overlay.

After applying the previous algorithm, we get a subdivision with the following properties:

- Each cell is represented by a polygon.
- For each city and cell there exists one root that is same for all points of the cell. In other words, all points of the cell have the same path topology to a city.

These properties guarantee that the subdivision allows to find the length of the shortest path between an arbitrary point of the plane (neuron) and a city in time $O(n \log n)$ (by point location), where $k$ is the number of points of the subdivision. Moreover, a shortest path can be produced in time $O(n \log k + b)$, where $b$ is the number of bends (vertices) in the path.

Additional improvement of computation time of finding a cell in which a neuron lies during a self-organization process of a neural net is based on fact, that a neuron is not placed randomly in the plane but moves on the shortest path to some city only. The cell, where a neuron lies can be then effectively determined by the following process:

1. Let $Cell_p$ is a cell where the neuron $p$ is placed and its position is adapted so that it is tightened to the city $C_p$. Denote obstacle vertices lying on the shortest path from $p$ to $C$ as $v_1, v_2, \ldots, v_d$.
2. Compute the distance at which the neuron will travel during the adaptation step similarly to step 3b) in the original algorithm:

$$L = \mu f(b, k)d(C, p)$$

where $d(C, p)$ is the length of the shortest path between $C$ and $p$ (i.e. their geodesic distance) and $m$ and $f$ have the same meaning as in the original algorithm.

3. Determine the point $q$ that lies on the shortest path between $C$ and $p$ and its geodesic distance is equal to $L$. Denote the portion of the path on which $q$ lies $v_p v_{q+1}$.
4. Determine the cell in which the point $v_q$ lies and denote it $Cell_q$. This information can be obtained during SMP-building process and stored for each obstacle vertex.
5. Detect whether $q$ lies in $Cell_q$. If yes then stop - $Cell_q$ is the desired cell. Otherwise determine intersection $Cell_q \cap v_p v_q$. Set $v_z$ as the intersection point. The new point $v_z$ lies on the boundary of two cells - $Cell_x$ and one of its neighbours. Denote this neighbour $Cell_z$ and go back to step 5.
Time complexity of steps 4 and 5 is $O(m)$, where $m$ is the number of cell vertices. Moreover, step 5 is repeated as many times as many cells is visited on the path between $p$ and $q$—that denote this number $r$. Complexity of step 2 is constant and complexity of step 3 is $r$ and therefore overall complexity of the algorithm is $O(rnr)$. On the assumption that the distance between $p$ and $q$ is small (which is a frequent case in the self-organizing process) $r$ is constant and therefore the complexity of the algorithm is $O(m)$.

The second aspect to be taken into account is computation of the equation in step 3a) of the original algorithm. In order to evaluate this equation, lengths of rings have to be determined, which leads to enumeration of distances between neurons. Unfortunately, determination of neuron-neuron distances is very time consuming, because no structure like SMP for neuron-city distances can be used. Therefore, instead of computing lengths of rings directly, we compute the length of a path travelled by each salesman in the following procedure:

1. For each city $C_i$ determine the nearest neuron $n_i$.
2. For each ring $r$ do
   a. Gradually examine all neurons in the order they appear in the ring. For each neuron which is nearest to some city, remember this city. By this process we get an ordered list of cities $C_{r_1}, C_{r_2}, \ldots, C_{r_n}$.
   b. Compute the length of the ring as a sum of geodesic distances between connected cities in the list:
   \[ \text{length}(r) = \sum_{i=1}^{n-1} d(C_{r_i}, C_{r_{i+1}}). \]

### III. EXPERIMENTS AND RESULTS

This section presents an empirical analysis of all previously described soft computing techniques. The comparisons are based on the quality of the solutions achieved by the algorithms for three different environments (Map1 with 37 cities, Map2 with 32 cities, and Map3 with 100 cities) and for the number of agents changing from 2 to 5. The tests were performed for genetics algorithms and ant colony optimization with (hGA, hACO) and without applying heuristics (GA, ACO) and for neural networks with city-to-city (NNCity) and neuron-to-neuron (NNNeuron) distances. Each experiment was replicated 100 times and the best, worst and average solution and standard deviation of the solutions were studied.

The configuration of ACO:
- initial learning step $\alpha_1 = 0.05$, linearly increased during learning up to $2\alpha_1$
- initial explore/exploit parameter $q_0 = 0.9$, linearly increased up to 1
- discount factor $\gamma = 0.3$
- stopping criterion: plan evaluations $= (N + A - 1) \times 1000$

The configuration of hGA:
- population size: 1000
- selection: tournament selection with $N = 3$
- crossover operator: edge recombination operator, probability of crossover 1.0

<table>
<thead>
<tr>
<th>Map</th>
<th>Number of agents</th>
<th>Method</th>
<th>Path Length</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>best</td>
<td>avg</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>GA</td>
<td>1797.61</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hGA</td>
<td>1736.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ACO</td>
<td>1852.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hACO</td>
<td>1792.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NNCity</td>
<td>1772.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NNNeuron</td>
<td>1767.49</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>GA</td>
<td>1702.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hGA</td>
<td>1330.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ACO</td>
<td>1416.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hACO</td>
<td>1307.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NNCity</td>
<td>1362.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NNNeuron</td>
<td>1310.17</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>GA</td>
<td>1702.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hGA</td>
<td>1330.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ACO</td>
<td>1416.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hACO</td>
<td>1307.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NNCity</td>
<td>1362.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NNNeuron</td>
<td>1310.17</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>GA</td>
<td>1702.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hGA</td>
<td>1330.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ACO</td>
<td>1416.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hACO</td>
<td>1307.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NNCity</td>
<td>1362.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NNNeuron</td>
<td>1310.17</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>GA</td>
<td>1702.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hGA</td>
<td>1330.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ACO</td>
<td>1416.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hACO</td>
<td>1307.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NNCity</td>
<td>1362.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NNNeuron</td>
<td>1310.17</td>
</tr>
</tbody>
</table>

### TABLE I

Comparison of GA, ACO and NN on the real data
IV. Conclusions

The paper presents three principally different soft computing methods to rescue operation planning. In our approach the planning is decomposed into two phases. Within the first phase, locations for sensing are found and distances among them are computed. The second phase rephrases and solves the planning as MTSP. By its nature, ACO and GAs can rely solely on the precomputed location distances, i.e., possible obstacles are sufficiently represented in the distance matrices. On the contrary, optimization based on self-organizing NN has to regard geometric representation of the obstacles also during its run. That is why the emphasis is put on effective generalization of usual NN approach for environments with obstacles.

The section III and results it contains we interpret as follows. The heuristics applied in ACO and GAs substantially increase overall performance, which favors these hybrid approaches from this point of view. ACO shows slower convergence to a single highly-fit plan. This characteristic makes the plain ACO results worse when compared with the plain implementation of GA, while utilisation of heuristics brings more focus into the ant colony without early reduction of the search space, which probably results in the observed minimisation of the overall time spent by the squad (hAICO often outputs the best plans found in the discussed tasks). On the other hand, utilisation of the heuristics reasonably decreases scalability of AICO and hGA, i.e., ability to cope with larger areas to be covered by a rescue team. The self-organizing NNs have geometric properties that enable to avoid utilization of heuristics (rings of neurons cross rarely, similarity of the ring lengths can be relatively straightforwardly guaranteed). Having scalable implementation dealing with the obstacles, the NN method seems to be the best approach in higher dimensions.

Future work lies in further speed up of three presented methods and their testing on larger areas. In both hAICO and hGA approaches we will try to minimize application of heuristics. Additionally, ACO approach can minimize its execution time by optimization of its local updating rule.
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